
Martin (1995), Rayner, Pollatsek, and Bilsky (1995),
and Studdert-Kennedy and Mody (1995) have written
some interesting commentaries in response to our review
paper outlining the evidence for a temporal processing
deficit in some cases of dyslexia. Studdert-Kennedy and
Mody’s major emphasis is their criticism of the work of
Paula Tallal (whose studies, incidentally, have been car-
ried out mostly with language-impaired children), and
not of our paper, with its focus on dyslexia and the con-
fluence of evidence from a variety of researchers and
paradigms. In our view, the Studdert-Kennedy and Mody
commentary demonstrates a misunderstanding of both
Tallal’s work and our interpretation and expansion of Tal-
lal’s hypothesis. In responding to their criticisms, we will
focus on our position and try to correct any inconsisten-
cies that may have contributed to this misunderstanding.
Given the nature of their commentary, a separate reply by
Tallal is clearly warranted. Although the other two com-
mentaries (Martin, 1995, and Rayner et al., 1995) digress

somewhat from our main themes in directions of partic-
ular interest to the authors, the issues that they raise are
relevant to some of our claims. In this reply to the com-
mentaries, we will first address the question of what we
mean by a temporal processing deficit and reemphasize
our contention that such a deficit in the auditory modal-
ity would affect the perception of both speech and non-
speech stimuli. We will then discuss the major points
raised by individual commentators.

As we emphasized in our paper, dyslexia is a symptom
that clearly results from a myriad of different causes, and
no one explanation or etiology will be found to explain
the large number of cases that exist.1 In this respect, it is
important to keep in mind that the ultimate aim of any re-
search into reading difficulties must continue to be not
the single-minded promotion of one hypothesis to ex-
plain dyslexia, but the furthering of our understanding of
what might be causing the reading disability in individ-
ual dyslexic children and an attempt to find the most ap-
propriate ways to help each child to learn to cope with or
overcome the reading disability. We hope that our paper,
by virtue of stimulating further research, will prove to be
another step on the road to a more complete understand-
ing of reading disabilities.

515 Copyright 1995 Psychonomic Society, Inc.

The authors would like to thank Dennis Phillips for his feedback on
the ideas in this commentary. Correspondence should be addressed to
R. M. Klein, Department of Psychology, Dalhousie University, Halifax,
NS, Canada B3H 4J1 (e-mail: klein@ac.dal.ca or farmer@ac.dal.ca).

Dyslexia and a temporal processing deficit:
A reply to the commentaries

RAYMOND M. KLEIN
Dalhousie University, Halifax, Nova Scotia

and

MARY E. FARMER
IWK Children’s Hospital, Halifax, Nova Scotia, Canada

A number of points and criticisms were raised in the commentaries on our review paper (Farmer
& Klein, 1995), and in this reply we address the most pertinent and major of those points. First, we
clarify and expand upon what we mean by a temporal processing deficit. We then address Studdert-
Kennedy and Mody’s (1995) major claims, which are confined to the auditory modality, that (1) a dis-
criminative deficit underlies what they see as a rate of processing deficit, and (2) discriminative/rate
deficits for speech and nonspeech materials are independent. We explain why we believe the first
proposal is unlikely to provide an explanation of the temporal processing deficits that we reviewed,
and we present a simple framework within which speech and nonspeech perceptual codes are
viewed as higher level isolable subsystems that depend on a common, lower level, auditory input sys-
tem. The speech and nonspeech systems may be influenced similarly by damage to, or impairments
of, their common input system, but they can be selectively influenced by insults after the pathways
diverge. Then we address some of the issues raised by Rayner, Pollatsek, and Bilsky (1995), relating
to visual deficits and oculomotor behavior, and we point to the rapidly growing evidence to dimin-
ish skepticism about the occurrence of a transient system deficit in dyslexia. Next, while agreeing
that case studies are valuable, we dispute Martin’s (1995) endorsement of the case study as the pre-
ferred methodology for studying a heterogeneous deficit such as developmental dyslexia. Finally, we
affirm our original conclusion that more research aimed at revealing the nature and generality of the
visual and auditory temporal processing deficits is warranted, and we reiterate some of our sugges-
tions for the types of study that might help elucidate if and how these deficits might be causally re-
lated to the dyslexia with which they are frequently associated.
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We set out to accomplish several aims in our review
paper. One was to break down temporal or sequential
processing into logically distinct components opera-
tionalized in the performance of particular tasks. The
components that we identified were individuation, tem-
poral order judgment (TOJ), and discrimination of se-
quences. We prefaced our operational definition of the
proposed components with a discussion of detection/
identification of individual stimuli, not because we view
this as explicitly temporal/sequential, but because we
saw this as a prerequisite for the components that we iden-
tified. We reviewed studies in which these components
were assessed and found that in many studies performance
of the dyslexic group was impaired in relation to that of
the normal reading group. We thus felt that we had demon-
strated that there were sufficient grounds to investigate
further both the nature and the prevalence of temporal
processing deficits. Finally, we speculated how a tempo-
ral processing deficit, in either or both of the auditory
and visual modalities, might be causally related to read-
ing disabilities.

What Do We Mean by Temporal
Processing Deficit?

Since Rayner et al. (1995) found our notion of a tem-
poral processing deficit vague, and Studdert-Kennedy
and Mody appear to think that we should have meant
something else given the terminology that we chose, let
us begin by clearing up this confusion. When we first in-
troduced Tallal’s hypothesis, we referred to a “general
deficit in processing rapid temporal sequences” (p. 462),
and in the next section (pp. 462–463), following and ex-
panding upon Hirsh and Sherrick (1961), we broke tem-
poral/sequential processing down into a “logical se-
quence of the progressively more complex processes that
might be said to fall under this rubric.” We noted that de-
tection and identification are a prerequisite for some of
the tasks (individuation, ordering) that we would review,
but that they do not necessarily involve processing a se-
quence. Thus, for the purposes of our review, we had a
very clear (not vague) operational definition of tempo-
ral processing in terms of the ability to individuate or
separate two closely spaced (in time) identical stimuli
and the ability to perceive the order of two or more items
presented in temporal proximity. We never used the phrase
“temporal perception,” which does connote the percep-
tion of temporal properties, and it is disingenuous when
Studdert-Kennedy and Mody equate temporal percep-
tion with temporal processing and then decide that we
must have meant what they think the former should
mean, particularly when we so clearly defined (opera-
tionally speaking) what we did mean.

Our review shows that dyslexics, as a group (a phrase
we will not continue to use, but always mean), are im-
paired in relation to normal controls on individuation
tasks (i.e., they require more time separating two stimuli
to detect the gap or to report that two stimuli have been pre-
sented) and on temporal order tasks, as long as the items

are brief and closely spaced in time. Operationally speak-
ing, that is the deficit. Dyslexics appear to be unimpaired
in the detection of single stimuli and in the identification
of such stimuli—unless identification is dependent on
complex rapid changes over time (as would be the case
with the consonant–vowel [CV] syllable identification
studies Studdert-Kennedy and Mody, p. 511, incorrectly
think we should have included in Table 1).

Demonstrating that dyslexics have a temporal pro-
cessing deficit as defined operationally by performance
on particular tasks does not, we agree, say much about
the underlying nature of the deficit. We were deliberately
vague about the underlying nature of the temporal pro-
cessing deficit, primarily because “its full nature, origin
and extent remain to be determined” (which is precisely
how Studdert-Kennedy and Mody describe the nature of
the widely accepted phonemic deficit, p. 513), and our
main conclusion is that more resources should be de-
voted to discovering its nature. One interpretation of the
nature of the performance deficit revealed in our review
is in terms of rate of processing. For example, some-
where along the pathway from sensory receptors to per-
ception there may be a stage or system that cannot accu-
rately encode or track a signal that is changing very
rapidly or is followed closely by another stimulus in
time. This appears to be Tallal’s position. (As an aside,
Studdert-Kennedy and Mody in their abstract agree that
a rate of processing deficit may characterize many
dyslexics. However, they disagee with our interpretation
of Tallal’s position in two respects:2 They believe that
discriminative capacity, rather than rate of processing, is
primary, and that the deficit with nonlinguistic stimuli is
independent of the deficit with linguistic stimuli. We
will address both points in the next section.) Other in-
terpretations are possible. One might be that encoded in-
formation is “smudged” over time, or in other words,
that the mental representation loses some of the tempo-
ral crispness of the actual input. This interpetation seems
most consistent with the individuation data, and in vision
this seems to be one interpretation that has been attrib-
uted to a transient system deficit (see, e.g., Figure 8 from
Breitmeyer, 1980). A third interpretation is that the times
assigned to events and/or their properties are more vari-
able (which might be referred to as temporal jitter). Tem-
poral jitter could be present at every stage or level of pro-
cessing and could be responsible for smudging if onsets
and offsets jitter independently. A related idea would be
to extend Treisman’s view (Treisman & Gelade, 1980)
about the role of attention in the conjoining of attributes
to their spatial locations to the conjoining of attributes to
their time of occurrence. This extension would imply
that some of the performance deficits that we described
might be attributable to a specific form of attentional
difficulty—an inability to focus attention in time, which
would result in the jittery assignment of encoded identi-
ties along the time dimension. These interpretations,
which are not mutually exclusive, are purely speculative
attempts to explicate, in information-processing terms,
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the nature of the deficit revealed in our review. They can
be regarded as food for thought and a stimulus for ex-
perimentation.

Is the Temporal Processing Deficit in Audition
Temporal and General?

Studdert-Kennedy and Mody argue that the observed
deficits in dyslexics in the rapid identification of pho-
netic or tone stimuli “stem from independent deficits in
speech and nonspeech discriminative capacity, not from
a general deficit in rate of auditory perception” (ab-
stract). The two separate claims contained here are ad-
dressed in their paper. One is that the observed deficits
in rate of processing are due to an underlying deficit in
discriminative capacity; the second is that the deficits in
speech and nonspeech are independent.

We proposed that a temporal processing deficit in au-
dition may cause a deficit in the encoding of speech sig-
nals and, consequently, “less sharply defined” phono-
logical categories. By suggesting that a discrimination
deficit may be primary, Studdert-Kennedy and Mody
have reversed the direction of causality. The finding of
less consistent identification of CV stimuli by impaired
readers (see Studdert-Kennedy & Mody, p. 511) is cited
in this context, but, by itself, this finding is equally con-
sistent with both positions. However, because rapid acous-
tic changes are involved along the entire CV continuum,
the additional finding that in some of these studies “im-
paired readers performed significantly worse than nor-
mal controls between categories but not within” (p. 511)
appears to argue against the temporal processing deficit
explanation. One counterargument might begin with a
speculative extension of the developmental finding that
exposure to one’s native language and acquisition of its
phonology results in a loss of discriminability across
boundaries that are not phonemic in one’s native lan-
guage (Kuhl, 1992; Werker, 1989). We hypothesize that
exposure to one’s native language and acquisition of its
phonology result in a reduced ability in the normal lis-
tener to discriminate within a phonemic category. Were
this the case, the discrimination performance (within a
phonemic category) of individuals suffering from a rate
of auditory processing deficit would reflect counteract-
ing effects in relation to that of normal individuals: a dec-
rement (as with the between-category stimuli) due to the
temporal processing deficit and an increment directly
related to their poorer acquisition of the category. When
the discrimination performance of reading-impaired in-
dividuals is examined without reference to the normal
group, sensitivity along the /ba/–/da/ and /ba/–/ga/ con-
tinua has been shown to be relatively continuous, with
no special deficit in the boundary region (see Godfrey,
Syrdal-Lasky, Millay, & Knox, 1981, Figure 4). Hence,
this pattern (of dyslexics being worse than normals be-
tween but not within a phonemic category) does not pro-
vide definitive evidence against a temporal processing
deficit explanation of the CV identification data. Finally,
when the phonemic contrast is signaled by voice onset

time, there is evidence (Steffens, Eilers, Gross-Glenn, &
Jallad, 1992) not only that dyslexic readers are more
variable in their identifications, but that they require a
longer period of silence in order to achieve the voiceless
percept than do normal readers. A discriminative capac-
ity deficit in the temporal dimension would seem to be
necessary in order to explain this finding.

One retort to the suggestion that the underlying defi-
cit might be in discriminative capacity is that the perfor-
mance deficit in TOJs depends on the temporal proxim-
ity of the stimuli, a finding that is predicted by a rate of
processing deficit but not by a discrimination deficit.
Studdert-Kennedy and Mody’s reply, that “the TOJ task
is primarily a diagnostic tool for picking up subtle defi-
cits in discriminative capacity, and these deficits reveal
themselves in a slowed rate of perception, specific to the
dimension being tested” (p. 509) merely redescribes the
assertion that the discrimination deficit is primary with-
out providing any explanation.

Hoping that it does not damage our position too much
(but being more interested in knowing the truth than in
being correct), we suggest the following explicit causal
connection between a hypothetically primary discrimi-
nation deficit and a consequent rate of processing defi-
cit. When assigning identities to stimuli from a particu-
lar set, the number of samples of evidence required in
order to achieve a particular level of accuracy varies di-
rectly with the similarity of the alternatives. Hence, as
the interval between an item being identified and a sub-
sequent item is decreased, thus reducing the time (sam-
pling opportunities) for the identification of the first
item, performance on that item should deteriorate as the
similarity between the stimuli in the set increases. Indi-
viduals who have what Studdert-Kennedy and Mody
refer to as less discriminative capacity on the dimensions
necessary for identifying those stimuli (as many dyslex-
ics appear to have with phonology) will experience greater
perceptual similarity between pairs of stimuli from that
dimension than would be experienced by individuals with
better discriminative capacity.

There are several reasons why we doubt such an ex-
planation of the temporal processing deficits that we re-
viewed. First, and foremost, a discrimination-based tem-
poral processing deficit cannot account for the deficit in
individuation tasks (where subjects are asked whether
there is a gap, or whether there are one or two stimuli)
shown in Table 2 from Farmer and Klein (1995). We as-
sert that the only dimension whose reduced discrimina-
tive capacity could account for these findings is time!

Second, the bulk of the temporal order errors in our
own data (Farmer, 1993) cannot be explained away in
terms of identification errors. Our task was modeled on
that used by Tallal (1980), who called it repetition, and
the same task was also used by Reed (1989). In this task,
subjects are first trained to attach two buttonpress re-
sponses to two different tones (we will call them high, H,
and low, L). Then they are presented with a series of
trials consisting of two tones separated by a relatively
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short interstimulus interval (ISI) and are instructed to re-
spond with two successive buttonpresses corresponding
to the relative pitch of the first and second tones. The
row and column labels in Table 1 show what the possible
stimulus sequences and responses could be, and the 16
cell matrix represents the possible stimulus/response
combinations in this task. This simple matrix is very in-
structive, because there are several different types of
perceptual error, only two of which can be construed as
order errors, and eight of which would yield an error if
the task were same/different discrimination. Yet, as far as
we know, all previous investigators who have used this
task report a single, “total” error rate. There are several
points about the data shown here which challenge the
view that order errors are due to identification errors.
First, although there are misidentifications (about 10%
when the two stimuli are the same, with two high tones re-
ported as two low ones and vice versa), order errors due
only to misidentifications would require two misidenti-
fications on the same trial and the probability of this oc-
curring is about 1%. The actual rate of order errors is about
27% in this data set (which is drawn from the shortest ISI
[40 msec] used by Farmer, 1993). Second, note that the
7.5% misidentifications that occur on trials with differ-
ent identities (HL, LH) are not primarily misidentifica-
tions of the first stimulus, as would be predicted if the
short interval before the occurrence of the second stim-
ulus did not permit sufficient time for identification of
the first one. Third, note that, overall, the rate of percep-
tions that would correspond to an error if the task had been
to determine whether the two stimuli were the same or
different is very low (averaging 3.75% across all four stim-
uli). The latter pattern causes us to be concerned about the
reliability of the high same/different error rates reported
by Tallal (1980) in her study of dyslexics. In this regard,
we know of no other study similar to Tallal’s in which
dyslexics have been tested with these tone sequences in
a same/different task.

The most direct way to assess the discriminability of
items along a dimension or in a domain, when there is
enough time to avoid the direct contribution of a rate of
processing deficit, is to ask subjects to identify physi-

cally similar items presented singly. Of course, one would
want to avoid items (such as CV syllables) for which, be-
cause of the presence of a rapidly changing acoustic sig-
nal,3 the alternative temporal processing hypothesis
makes the same prediction. Our review of studies of the
detection or identification of single stimuli (Farmer &
Klein, 1995, Table 1) did not reveal a deficit, but it could
be that none of the studies reviewed used stimuli that
were sufficiently similar.

Before reviewing the evidence against Studdert-
Kennedy and Mody’s other claim, that the deficits in
speech and nonspeech are independent, let us make a
few points abundantly clear. We do not dispute the fact
that areas of the dominant (usually left) hemisphere are
specialized for speech and language. We believe that
some of this specialization involves the categorization of
phonemes. However, we also believe that prior to the
categorization of phonemes, the sound signal composing
a spoken message must be accurately encoded. This en-
coding takes place in pathways that are not specialized
for speech, but that are necessary for the encoding of all
auditory stimuli. Certain patterns of auditory input are
then extracted and categorized phonemically in a “speech
area.” Other patterns, however, may not activate percep-
tual codes in this speech area, but instead may activate
perceptual codes in other nonspeech areas to which the
auditory system likewise projects.

Our view can be illustrated best with reference to the
simple diagram in Figure 1. At the earliest stages of au-
ditory analysis, which precede, and provide the raw ma-
terial for, what we would call perception, there is no dis-
tinction between speech and nonspeech signals. At some
point, processing diverges, and isolable speech and non-
speech perceptual codes are produced. The reader may
notice a similarity between this view and Posner’s (1978)
notion that the physical and name codes of a visually pre-
sented letter are isolable (not independent) subsystems,

Figure 1. Simplified diagram showing flow of information in the
auditory system.

Table 1
Proportion of Responses of Each Type to Each of the

Four Possible Stimulus Sequences

Response

Stimulus HH LL HL LH

HH 0.921 0.079 0.000 0.000
LL 0.128 0.872 0.000 0.000
HL 0.000 0.075 0.700 0.225
LH 0.000 0.075 0.325 0.600

Note—The stimuli were 100-Hz (L) and 305-Hz (H) tones, each
75 msec in duration separated by a 40-msec ISI. The subjects were 20
dyslexics with a mean age of 14 whose reading averaged five grade
levels below normal. It should be noted that responses along the posi-
tive diagonal are correct and all other responses are erroneous. (De-
rived from Farmer, 1993.)
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both arising from earlier, shared visual processing stages.
On this view, damage to the early auditory stages will
obviously result in deficits for both speech and non-
speech material and might be misinterpreted as evidence
for a complete dependence between the speech and non-
speech systems or against a special speech system. Tal-
lal’s hypothesis involves a low-level deficit early in the
common auditory input pathway that is characterized by
an inability of the system to keep up with, or track, rapid
changes in the acoustic signal. We also hypothesize a
deficit in the common input pathway, but we would like
to see more research before choosing among the inter-
pretations (the rate of processing, temporal smudging
and temporal jitter) that we described earlier (pp. 460-
461). Conversely, localized impairment after the diver-
gence, to either the speech system or the nonspeech sys-
tem, would produce a selective deficit that might be
misinterpreted as evidence for complete independence
of the two subsystems.

In supporting their hypothesis of the independence of
deficits in speech and nonspeech auditory perception,
Studdert-Kennedy and Mody rely heavily on their criti-
cisms of Tallal and Newcombe (1978). Since we did not
cite that paper in our review, we will not address the
lengthy criticisms of it made by Studdert-Kennedy and
Mody in their commentary on our paper. Suffice it to say
that our arguments in favor of a general auditory tempo-
ral processing deficit, affecting speech and nonspeech
alike in some dyslexics, were based, not on Tallal and
Newcombe, but upon evidence from a number of inves-
tigations into auditory perception in both normal hu-
mans and primates, and from studies investigating the
correlation of performance on temporal processing tasks
using nonspeech stimuli with performance on both speech
perception and reading tasks.

Much of this evidence has already been outlined in our
review paper (e.g., pp. 480–483), and we do not intend
to reiterate it here in detail. In our first line of argument,
we reviewed evidence for categorical perception of non-
speech and speech sounds in infants and in primates, and
noted that a number of researchers (e.g., Jusczyk, Ros-
ner, Reed, & Kennedy, 1989; Kuhl, 1992) have con-
cluded that it is the basic (and general) physiological
properties of the auditory processing system that has al-
lowed language to develop, rather than any “prewired”
speech processing mechanisms. Further evidence in this
regard comes from a recent study by Steinschneider,
Schroeder, Arezzo, and Vaughan (1995), who examined
auditory evoked potentials in monkeys exposed to CV
syllables differing only in voice onset time (VOT). Their
results suggested that A1 responses in the monkey can be
differentiated for /ta/ and /da/ in that transient responses
for the relatively short (0–20 msec) VOT for /da/ were
suppressed, while transient responses to /ta/ (with VOTs
of 40–60 msec) were not, because they occurred after the
hyperpolarization period. Steinschneider et al. noted that
the change from suppression to nonsuppression occurred
at a VOT of 20–40 msec and thereby provided a physio-

logical explanation for an acoustically based categorical
boundary that is observed for speech sounds such as
voiced and unvoiced stop consonants. On the basis of
their results, Steinschneider et al. suggest that voiced
and unvoiced consonants which straddle this boundary
should be easily discriminated, whereas differences in
VOT on either side of the boundary should not. They
also concluded that such an acoustically based boundary
“supports the more fundamental premise that the dis-
tinction between voiced and unvoiced stop consonants is
partially based upon the ability to sequence the tempo-
ral order of acoustic events” (p. 337). The Steinschnei-
der et al. study did not involve nonspeech stimuli, but a
study by Molfese and Molfese (1985) did. They found
that children who demonstrated different levels of lin-
guistic skills at the age of 3 years had been differentiated
when newborn by their auditory evoked responses to
both CV speech syllables and to sine waves matched to
the formant frequencies of the speech sounds. They sug-
gested that the ability to make finer discriminations be-
tween auditory events, both speech and nonspeech, en-
abled their linguistically skilled group to utilize the
information gleaned from such discriminations in devel-
oping language acquisition. While this does not demon-
strate that the shared deficit was temporal, it is certainly
consistent with such a view and moreover argues for an
association between speech and nonspeech auditory
functioning early in development. Finally, we would di-
rect the reader to review our description of the Ste-
fanatos, Green, and Ratcliff (1989) study (p. 483 of our
review paper), in which receptive dysphasic children
showed virtually flat evoked responses to frequency-
modulated tones, in contrast to the responses of expres-
sive dysphasics and normal controls. Stefanatos et al.
concluded that their results indicated that a general dif-
ficulty with processing rapid changes in frequency at a
basic sensory level contributed to the receptive dyspha-
sics’ speech perception impairments. This result, from
the developmentally language-impaired literature, sim-
ply underscores our point that the early perceptual pro-
cessing of rapid auditory changes is an essential first
step before categorization of phonemes, and then per-
ception of speech, can take place.

A second line of argument in our review paper involved
correlations of performance on temporal processing
tasks involving both speech and nonspeech stimuli, with
each other and with performance on reading-related tasks.
In some studies, correlations between speech and non-
speech tasks were not reported but may have been pres-
ent, because reading-disabled groups are impaired on
both types of task (e.g., Reed, 1989). Studies such as those
reported in Tallal (1980), Farmer and Klein (1993), and
Kinsbourne, Rufo, Gamzu, Palmer, and Berliner (1991)
did not include temporal processing tasks with speech
stimuli, but these authors did report significant correla-
tions between a variety of temporal processing tasks with
nonspeech stimuli and a number of reading and reading-
related tasks. In a study that Studdert-Kennedy and Mody
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have brought to our attention4 (Watson & Miller, 1993),
highly significant correlations between a nonspeech
(tone) temporal order task and tasks measuring reading,
phoneme segmentation, and speech perception were
obtained in a sample of 24 reading-disabled and 70
nondisabled college students. Tallal (1980) reported that
dyslexics’ performance on her TOJ task was highly cor-
related (.81) with performance on a task of reading non-
sense words. If the severity of the reading disorder in
Tallal’s dyslexic children is due, immediately, to their
poor phonological perception/representation, then a cor-
relation of this magnitude between nonverbal TOJ per-
formance and reading nonsense words is certainly hard
to reconcile with Studdert-Kennedy and Mody’s view
that deficits in rate of processing nonspeech and speech
stimuli are independent. Studdert-Kennedy and Mody
have suggested that such results may be apparent because
the poor readers in such studies have an auditory tempo-
ral processing deficit for nonspeech stimuli that is inde-
pendent of linguistic processing. However, since they
believe that most if not all dyslexics have a speech
(phonological) deficit, the assertion that the speech and
nonspeech deficits are independent seems implausible.

Studdert-Kennedy and Mody accuse us of hoping “to
evade the results of Aram and Ekelman (1988)” (p. 513),
an experiment which they regard as a critical test and
which they present to support their “independence”
viewpoint. As we noted clearly in our footnote referring
to that study, the subjects studied were not developmen-
tally language impaired and there was no evidence of any
of them having premorbid difficulties with language.
Aram and Ekelman clearly stated that the difficulties fol-
lowing their subjects’ unilateral brain lesions were in
higher level language and learning; no mention was
made of phonological or speech perception difficulties.
Thus, there is no reason whatsoever to expect that these
left-hemisphere–lesioned children would have difficulty
with temporal processing tasks. That areas of the left
hemisphere are dedicated to speech and language is not
in dispute. If there is an area of the left hemisphere that
is dedicated to perception of rapidly incoming auditory
stimuli (be it primary auditory cortex or some other area)
and that projects to the speech area, it will of course be
relatively small in the great scheme of the left hemi-
sphere. It is unwarranted to assume that any unspecified
“left hemisphere” damage will of necessity affect the
processes performed by that small area. Thus, the sug-
gestion that Aram and Ekelman’s (1988) results “dis-
prove” our (or Tallal’s) hypothesis is clearly untenable.

Given the electrophysiological evidence outlined above
in support of a general auditory processing system
whose efficacy affects the processing of all sounds with
rapid changes, the argument for a temporal processing
deficit that incorporates speech and nonspeech sounds
appears to be more plausible. Clearly, methodologically
rigorous studies with tasks in which both speech and
acoustically equated nonspeech stimuli are presented to
reading-disabled children are needed for this hypothesis
to be investigated.

Studdert-Kennedy and Mody claim that such a study
now exists. They describe an unpublished study by
Mody, Studdert-Kennedy, and Brady (1995; based on
Mody’s, 1993, dissertation), in which “reading-impaired”
subjects and controls were tested for discrimination and
TOJ of /ba/–/da/ pairs and /ba/–/sa/ or /da/–/sa/ pairs at
various ISIs, and also for discrimination of stimuli com-
posed of two sine waves with durations and frequency
trajectories matched to the F2 and F3 transitions in the
/ba/–/da/ stimuli. They reported that their “reading-
impaired” group was impaired on the /ba/–/da/ discrim-
ination and TOJ tasks, as ISI decreased, but that perfor-
mance on the nonspeech task was unaffected by decreases
in ISI. In our view, this study, as a test of the auditory
temporal processing deficit in dyslexia hypothesis, suf-
fers from several problems. Most notable is the criterion
for selection of the “reading-impaired” group, who were
defined as “reading at least five months below grade
level.” Such a criterion does not meet any accepted def-
inition of reading disability of which we are aware and
thereby limits the ability to generalize the findings to
dyslexia. A second point is that the subjects were given
the TOJ task for the speech stimuli, but not for the non-
speech stimuli. Why was this obviously equated task
omitted? Although the nonspeech stimuli used by Mody
et al. were cleverly constructed, they may not be the “ap-
propriate nonspeech control” stimuli that Studdert-
Kennedy and Mody point out as being so necessary. It is
possible, for example, that the steady-state pure sine waves
(which follow the frequency trajectory) are less efficient
at masking the rapid changes of the preceding trajectory
than the formants in real or synthesized speech, by virtue
of the fact that the latter contain acoustic energy over a
relatively wide range of frequencies. In order to provide
a better controlled comparison, we suggest the use of CVC
syllables presented normally (speech) and backward
(nonspeech). Another suggestion would be to construct
CV stimuli with a consonant contrast, from a foreign
language, that is not phonemic in the subjects’ native
language. Since both dyslexic and normal readers would
be processing this material at a purely auditory level of
analysis, Studdert-Kennedy and Mody’s view that the
dyslexics have a phonological discriminative capacity
deficit predicts no group difference in either TOJ or dis-
crimination, whereas the auditory temporal processing
view predicts that the dyslexics would perform worse on
both tasks. One final point is that the most obvious test
of independence was not performed, or at least not re-
ported: Was performance on the nonspeech task corre-
lated with that on the equivalent speech task?

Visual Transient System Deficit
and Oculomotor Behavior

The presence of two parallel channels or pathways in
the visual system is now generally accepted (see, e.g., Liv-
ingstone & Hubel, 1987). Anatomical, physiological,
and psychological evidence supports a distinction that is
often described functionally as transient versus sustained
channels (Breitmeyer, 1980) and anatomically (in terms
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of the layers of the lateral geniculate nucleus to which
and from which the pathways project) as magnocellular
versus parvocellular. It is worth noting that although there
is a similar magno/parvo distinction between some cells
in the auditory system, and there are cortical units with
sustained and transient responses, there is as yet no evi-
dence that the functional and anatomical differences in
audition constitute pathways, or are even related. Our re-
view, focused as it was on specific temporal processing
tasks (individuation, temporal order, and sequence per-
ception), did not present a comprehensive account of the
co-occurrence of dyslexia with a transient system defi-
cit in vision.5 We did, however, suggest that a transient
system deficit might underlie some of the visual tempo-
ral processing deficits we observed (e.g., DiLollo, Han-
son, & McIntyre, 1983), and in developing a plausible
causal link to dyslexia, we emphasized possible impli-
cations of the transient system deficit for reading.

Toward the end of their commentary (pp. 504–505),
Rayner et al. (1995) point to several unrelated findings
in the dyslexia literature that they claim have either
failed to be replicated or have been demonstrated in only
one laboratory. In this context, Klein, Berry, Briand,
D’Entremont, and Farmer (1990) noted that the Geiger
and Lettvin (1987) and Perry, Dember, Warm, and Sacks
(1989) studies were methodologically flawed. When we
(Klein et al., 1990) eliminated the flaws, we did not ob-
tain their result (nor did Goolkasian & King, 1990). Ray-
ner et al.’s presentation of this as a nonreplication is a bit
misleading, since we did not replicate their methods. In-
deed, anyone who replicates their flawed methods will
likely replicate their artifactual finding. We also feel that
Rayner et al. (pp. 503 and 505) overemphasize the dis-
puted eye movement findings of Pavlidis (1981, 1985),
because we said nothing about how eye movements
might be affected by the deficits that we reviewed; we
certainly would not expect the “erratic” pattern reported
by Pavlidis in his nonreading sequential fixation task;
and the nonreplicability of this finding is certainly not
relevant to our claims. An unfortunate side effect of the
emphasis on Pavlidis, and on the other disputed or
“unique” findings, is that it encourages the reader to think
that the co-occurrence of a transient system deficit and
dyslexia may not be replicable either.

Rayner et al.’s (1995) allusion to the work of Love-
grove (Lovegrove, Martin, & Slaghuis, 1986), whose
laboratory is arguably the most empirically productive
advocate of the transient system deficit in dyslexia, in
the context of all these “nonreplicated” ideas, is unfair
and misleading. Numerous findings are consistent with
a transient system deficit, and researchers from many
laboratories have been involved in producing converging
evidence (from psychophysical, psychophysiological,
and anatomical methods) that such a deficit often co-
occurs with dyslexia (DiLollo et al., 1983; Lehmkuhle,
Garzia, Turner, Hash, & Baro, 1993; Livingstone, Rosen,
Drislane, & Galaburda, 1991; and Williams & LeCluyse,
1990, are examples cited in our review; Cornellisen,

Richardson, Mason, Fowler, & Stein, 1995, and Edwards,
Hogben, Clark, & Pratt, in press, are recent examples not
cited there). The transient system deficit is certainly not
a one-lab fluke.

Although oculomotor behavior is not a topic empha-
sized in our review, Rayner et al. (1995) make some in-
teresting predictions for oculomotor behavior that might
follow from two consequences of a visual transient sys-
tem deficit that are mentioned in our review. Referring to
the possibility that a transient system deficit might entail
increased persistence from each fixation that would in-
terfere with reading, Rayner et al. (1995) make the fol-
lowing prediction(s): “(1) dyslexics’ eye fixations dur-
ing reading may be longer than those for normal readers,
or (2) dyslexics make more eye fixations than do normal
readers” (p. 503). We agree that these are possible out-
comes, but would add a third possibility: (3) oculomotor
behavior may be relatively normal, but when it is, indi-
viduals with increased visual persistence due to a tran-
sient system deficit will consequently extract less infor-
mation from each fixation. In our review, we imply the
third possibility and also suggest that the negative con-
sequences of a visual transient system deficit (e.g., hy-
pothesized increased forward masking from the previous
fixation) might make a task such as reading unpleasant
for individuals with such a deficit, in which case they
might avoid reading.

Consistent with their Prediction 1, Rayner et al. (1995)
point out that many dyslexics do have longer fixation du-
rations than normal readers have, but they also correctly
note that other factors might increase fixation durations
in dyslexics besides increased persistence (such as in-
creased difficulty of the material). Thus, without converg-
ing evidence, this confirmatory observation is not par-
ticularly informative. Such evidence, for example, would
be provided if dyslexics’ fixation durations were longer
than those of normal readers even when the material was
equated for difficulty. In this context, Rayner et al.
(1995) note that when Hyönä and Olson (1994, in press)
equated difficulty of the reading task by using reading-
matched, rather than age-matched, controls, there was
no difference in fixation durations. Although this find-
ing does converge upon the conclusion that increased
fixation duration compared with that of age-matched
controls might not be due to increased persistence, it is
potentially compromised by the possibility that percep-
tual processes that might affect fixation duration (e.g.,
susceptibility to backward masking; Arnett and DiLollo,
1979) change with age. Perhaps an additional compari-
son, converging on the same conclusion, is still needed.
This might involve dyslexic and normal readers who are
the same age, reading words in text (requiring multiple
fixations) which, when read singly, are read equally well
by the two groups. However, even if difficulty in pro-
cessing the words and not persistence from the prior fix-
ation is responsible for dyslexic readers’ longer fixation
durations during reading, this merely represents an ab-
sence of positive evidence for the transient system defi-
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cit hypothesis, and not negative evidence. This is be-
cause, as noted above, individuals with increased persis-
tence might have longer than normal fixation durations,
but if they did not, they would extract less information in
reading. The study by Shapiro, Ogden, and Lind-Blad
(1990) discussed on p. 484 of our review paper, by show-
ing that dyslexics have particular difficulty in reading
words that might require multiple fixations, provides in-
direct support for the transient system deficit explana-
tion of the increased fixation durations in dyslexics.
More direct support for, or against, this explanation would
have been available if oculomotor behavior had been
recorded during Shapiro et al.’s experiment.

An alternative link between a transient system deficit
and dyslexia mentioned in our review depends on the
fact that the transient system predominates in peripheral
vision, whereas the sustained system predominates in
foveal vision. It has thus been hypothesized that a tran-
sient system deficit might entail a decreased or delayed
contribution from information in the periphery during
reading. The moving window technique developed by
McConkie and Rayner (1975) provides an elegant way to
test this idea, and the reading rates presented in Rayner
et al.’s (1995) Figure 1 (adapted from Rayner, Murphy,
Henderson, & Pollatsek, 1989) as a function of window
size and group would seem to support this hypothesis.
Normals read faster than the dyslexics and benefit greatly
from increases in window size up to three words; in con-
trast, dyslexics read much slower, benefit less from in-
creasing window size, and most importantly do not ben-
efit at all after the window size reaches two words. When
this issue is examined by using fixation duration as a
function of window size, the finding from the Rayner
et al. (1989) study is similar (see their Figure 2). The fix-
ation durations of normal readers are shorter, and they
decrease as window size is increased. The dyslexics show
a decrease in fixation duration as window size increases
from one to two words but do not show a decrease as win-
dow size is increased further (suggesting that for the
dyslexics information beyond two words in the periphery
is not being utilized). The data from a similar study by
Underwood and Zola (1986) do not show this pattern (see
Rayner et al.’s, 1989, Figure 3). In particular, both groups
show roughly the same decrease in fixation duration as
window size is increased. This discrepancy can probably
be explained in terms of methodological differences.
Most importantly, Underwood and Zola’s window is de-
fined in terms of letters; Rayner et al.’s (1989) in terms
of words. Rayner et al. (1995) conclude that the “usable”
window extends to about 15 characters to the right, and
Underwood and Zola’s largest window size was 7 letters.
It seems to us that if the dyslexics’ function reached as-
ymptote (representing the point in the periphery at which
information was no longer useful in reading) somewhere
between 7 letters and two words, then the results of both
studies would be consistent with a transient system def-
icit. Another possibly important difference is that in Un-
derwood and Zola’s study, full text or the window alter-

nated with successive saccades, a procedure not used by
Rayner et al. (1995). Thus, on balance, the oculomotor
findings reported by Rayner et al. (1995) are either neu-
tral with respect to the transient system deficit (fixation
durations are longer in dyslexics, but not with reading-
matched subjects) or consistent with it (the usable win-
dow appears to be smaller in dyslexics).

Rayner et al. (1995) are justifiably concerned that the
possiblity of a visual temporal processing deficit as a
causal factor in dyslexia not become too exclusively the
focus of attention, as they suggest that problems with read-
ing caused by such a mechanism as we have postulated
may be quite rare. As we pointed out in the review paper
(p. 485) we are not in any way implying that a visual tem-
poral processing difficulty (or a visual transient system
deficit) is the sole or primary cause of reading problems
in a large proportion of cases. We merely show how such
a deficit could cause difficulty in reading; we suggest
that such a deficit might add to the problems engendered
by phonological difficulties; and we point out that be-
cause such a deficit might be symptomatic of a general
temporal processing deficit (which has its effect on read-
ing primarily through the auditory modality), it might be
found to co-occur with dyslexia even when it does not
have any direct causal link to the reading problem.

Case Versus Group Studies and Relative Frequency
of the Temporal Processing Deficit in Dyslexia

Martin (1995) eloquently presents the argument for
using single case, rather than group, studies when inves-
tigating developmental impairments. We agree with her
that single case studies may provide invaluable informa-
tion for building models of how the normal reading sys-
tem develops and that they can contribute to what we
know about the reading disability in the particular case
being studied. Indeed, there are several benefits of the
case study methodology. One is that an individual’s per-
formance profile is so well understood that an optimal
remediation program can be designed for him/her. An-
other is that a particular case may present an existence
proof for, or definitive counterexample to, a particular
proposal. However, one danger with relying on case stud-
ies alone is that one may lose sight of the forest while
looking closely at the trees.

Although we agree with Martin that case studies can
be very valuable, we strongly disagree with her rejection
of the group study methodology. We feel that group stud-
ies are especially informative in the initial stages of in-
vestigation. Although it is essential to know the charac-
teristics of each individual poor reader in order to help
that reader, it is equally essential that we know what sorts
of questions we should be asking about each reader in
the first place. As Martin (1995) points out in her com-
mentary, having to test large numbers of children on
many tasks, especially over a long period of time, is a
daunting task for researchers. We would add that it is
also daunting (and can be ethically questionable) to ask
our young subjects (and their families) to make the sacri-
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fices in time and energy that would be required for such
research, particularly if our probing was not empirically
guided. It is the group studies that will hopefully give us
an overview of what deficits are prevalent among what
types of poor readers, and with what other deficits each
may be correlated. Having thus mapped out the general
plan of the forest, we can then begin to fill in essential
details with single case studies for which the tasks have
been chosen on the basis of known subject characteris-
tics, rather than use a “shotgun” approach with tasks.

Martin implies that we are reluctant to endorse the
case study approach. Our only reluctance is to endorse
the case study approach to the exclusion of, or in prefer-
ence to, group or other methods. Hegemony with regard
to methodology should be avoided. Indeed, we believe
that the most fruitful approach will involve the converg-
ing use of multiple methods, as we advocate in the penul-
timate section of our review paper and in Klein and Mc-
Mullen (in press). As Martin has pointed out, the reason
most of the studies cited in our review are group studies
is that just such types of studies have directly explored
the components of temporal/sequential processing in
which we are interested. As we have pointed out (p. 476),
single case studies that incorporate temporal processing
tasks will now add to our knowledge of reading disabil-
ity subtypes, and, although the possible developmental
nature of temporal processing deficits will complicate
any investigations, we also point out (e.g., p. 486) that
groups of individual cases followed longitudinally are
essential if we are to map the developmental course of
such processing deficits.

Toward the end of her commentary Martin suggests
two patterns that might be observed in case studies, either
of which would undermine “the attribution of causation
to the temporal processing disorder. . . : (1) a temporal
processing disorder for nonspeech auditory stimuli, but no
greater difficulty with stops than with vowels in percep-
tion or letter sounding, or (2) greater difficulty with stops
than vowels, but no temporal processing disorder for non-
speech stimuli” (p. 498). No doubt these would be inter-
esting cases to explore. Let us examine them in the context
of the flow diagram in Figure 1. Note that either pattern
could be explained in terms of impairments, resulting in
a temporal processing deficit, located after the diver-
gence into separate speech and nonspeech systems. Mar-
tin acknowledges this possibility for the second case, but
not the first. If there were a reading disability in the first
case, in which the nonspeech system was impaired while
the speech system was intact, then we would look to a vi-
sual transient system deficit or a deficit in the connec-
tions from phonological to orthographic representations
for the underlying cause. As such, the two cases Martin
describes would not, by themselves, be decisive. Converg-
ing evidence showing that an abnormality was localized
in the pathways prior to separation would be required
(e.g., from ERPs that could reveal the chronometric locus
of the deficit in the processing sequence or MRIs that
could reveal the anatomical locus).

We concur with Martin (p. 486 of our review) that group
studies such as that of Castles and Coltheart (1993) are
invaluable for the analysis of individual differences in
poor readers, while at the same time they can present in-
formation on subgroups of children who share certain
characteristics.6 The good scientist will pay attention to
subject differences (when these are not likely due to
sampling error), and there are many valuable statisti-
cal/quantitative techniques for exploring them. Obvi-
ously when one is reporting group results, it is important
to make clear what proportion of the group falls into the
“normal” range and what proportion falls clearly outside
this range. However, one must be careful when drawing
conclusions from such a breakdown.

As an example, the Tallal (1980) report that 55% (11
out of 20) of her disabled reader group scored within
normal range in the temporal processing task in the pres-
ence of a significant group difference is cited by Martin
to highlight the “danger” of group studies, and she claims
that this finding makes it “unlikely that a temporal pro-
cessing deficit was the source of the reading difficulties
for the majority of the dyslexic subjects in that study”
(p. 495; see also our caveat on p. 472 of the review paper).

A very important issue, one that is often neglected in
this regard, is that the variability of a performance mea-
sure depends directly on the number of samples (trials
per subject) that are obtained in an experiment. When the
variability of the measure is high, there can be group
overlap in the obtained scores even when there is ab-
solutely none in the true scores. Since we, Tallal (1980),
and Martin neglect this issue when discussing Tallal’s
data, that study serves as a particularly relevant and im-
portant example of this point. We conducted a simple
simulation which revealed that the amount of overlap re-
ported by Tallal cannot by itself be relied upon to support
Martin’s claim, primarily because, collapsed across all
the short ISIs in her TOJ experiment, each subject pro-
vided only 24 trials. To illustrate our point, let us assume
that: (1) two groups of subjects are tested on a particular
task, (2) there is no between-subjects variability within
either group (i.e., all dyslexics are homogeneous, as are
all normals), and (3) the true proportions correct are .85
and .95 for the dyslexics and normals, respectively. Given
these assumptions, it is obvious that none of the dyslex-
ics would score in the normal range (=.95) if enough samples
of their performance (viz., trials) were collected. How-
ever, the variability of the proportion correct measure is
such that with only 24 trials, approximately 5% of the
normals will score below .85, the mean of the dyslexic
distribution, and thus slightly more than half of the
dyslexics will score in the normal range (defined as bet-
ter than the 5th percentile). As this example makes abun-
dantly clear, when one is making claims about whether
an individual’s performance is normal or not, it is essen-
tial that enough trials are collected per subject to make
the variability of each subject’s score small in relation to
the mean difference between the groups. This was clearly
not the case in Tallal’s (1980) study.7 Of course the fact
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that it is often impractical to collect sufficient samples of
performance on a single individual is one of the main rea-
sons for group studies.

Thus, Tallal’s oft quoted finding that 11/20 (we must
point out that in her discussion Tallal, 1980, refers to
12/20, but the figure of 11/20 is clear from her Results
section) of her dyslexic subjects performed within nor-
mal limits cannot, by itself, be taken as evidence for het-
erogeneity within the dyslexic sample. Note that we are
not by any means claiming that the dyslexics tested by
Tallal or most other researchers were homogeneous (as
we have pointed out on p. 476 and in numerous other
places in our review paper), nor are we claiming that
Tallal’s dyslexics were not bimodally distributed in their
TOJ performance. We merely make this point to illus-
trate that if an investigator wishes to make claims about
the performance of individuals, it is essential to have
enough data from each subject to keep the variance of
the estimate sufficiently low. It is clear from reports of
single case studies that results from many of the reading
tasks can be extremely mixed, and that sometimes the
performance of subjects on a number of tasks falls fairly
close to the center of a continuum and thus does not
allow for them to be classified unambiguously. Thus,
just as one would use meta-analyses to grasp the larger
picture when effect sizes are small in a number of stud-
ies, it is useful to look at group results with numbers of
subjects whose individual performance may be difficult
to classify clearly. Of course, it is necessary to do this
when we wish to look at correlations between multiple
measures or more generally to apply most multivariate
techniques.

Conclusion
The three commentaries raise some interesting and

provocative points about the temporal processing deficit
hypothesis. However, after careful consideration of these
points, we are not dissuaded from our original conclusion
that the evidence available from a variety of paradigms
is compelling enough to warrant further investigation
into the temporal processing deficit and its possible causal
role in a number of cases of dyslexia. Each commentary,
in its own way, can be seen as responding to this call for
“further investigation” (e.g., by seeking clarification of
terminology, generating new predictions and testing
them against existing data, suggesting and conducting
“critical” experiments, and describing test cases) and,
together with our review and reply, should stimulate re-
search and thinking that will advance our understanding
of the causes of developmental dyslexia.

Throughout our review paper, we raised a number of
questions that need to be answered more fully for a
proper evaluation of the temporal processing deficit hy-
pothesis to be made. These include the need to investi-
gate whether such a deficit is general (both across the au-
ditory and visual modalities, and within the auditory
modality, for both speech and nonspeech stimuli); and
the need to explore whether a deficit in one component
of temporal processing is necessarily linked to a deficit

in other components. In addition, the questions of causal-
ity (auditory temporal processing deficit → phonemic
deficit → dyslexia, and visual temporal processing def-
icit → dyslexia) need thorough investigation, as does
(do) the possible developmental course(s) of a temporal
processing deficit in the auditory and visual modalities.
We suggested a number of directions that future research
might take in search of the answers to the many ques-
tions raised. These include multivariate analytic meth-
ods; longitudinal studies; genetic and cross-cultural
studies; anatomical and electrophysiological studies;
and remediation studies. We emphasized the importance
of designing methodologically sound studies with ade-
quate controls, given the complexity of the deficit and
the number of possible confounding variables. As is
clear from the points and criticisms raised by the com-
mentators, there are alternative explanations that may be
invoked to explain results obtained, and it is imperative
to design studies that can adequately distinguish among
such alternatives.
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NOTES

1. In the very first sentence of their commentary, Studdert-Kennedy
and Mody state that the “target paper starts from the widely accepted
assumption (with which we agree) that dyslexia, or reading impair-
ment, is often, if not always [our italics], associated with a phonologi-
cal deficit” (p. 508). Studdert-Kennedy and Mody may believe that
dyslexia may always be associated with a phonological deficit, but we
do not. We have made it abundantly clear throughout our paper that
dyslexia is a symptom of many possible etiologies, and that no unitary
cause for reading impairment will be found.

2. Some quotations from Tallal, such as the one from p. 509 of
Studdert-Kennedy and Mody’s commentary: “difficulty with temporal
pattern perception may stem from a more primary perceptual deficit
that affects the rate at which they can process perceptual information”
(Tallal, 1980, p. 193), may be subject to different interpretations. From
this and similar quotes (Tallal & Piercy, 1973, p. 396; Tallal, Sainburg,
& Jernigan, 1991, p. 365), Studdert-Kennedy and Mody infer that Tal-
lal believes that a deficit in temporal sequencing tasks is caused by a
rate-of-processing deficit, which in turn is caused by an underlying dis-
crimination deficit that only becomes apparent under time pressure. In
contrast, we interpret Tallal’s (1980) clause “that affects the rate at
which they can process perceptual information,” and other similar
statements, as defining the nature of the “primary perceptual deficit,”
rather than indicating one consequence of a discrimination deficit. We
believe this interpretation to be more consistent with the corpus of Tal-
lal’s work. Nevertheless, because we and Studdert-Kennedy and Mody
are so sure of our differing interpretations of what Tallal believes to be
the underlying nature of the perceptual deficit, it would be timely for
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Tallal herself to resolve this issue. Finally, the implication of this dis-
cussion is that Studdert-Kennedy and Mody do not think that they dis-
agree with Tallal about whether discriminative capacity is primary,
and we think that they do.

3. In their section Perceiving Formant Transitions (pp. 511–512),
Studdert-Kennedy and Mody present a number of arguments against
our interpretation of a temporal processing deficit by quoting from
p. 467 of our paper, in which we state that “any impairment in the abil-
ity to process the order of . . .  [spectral changes in stop consonants]
would result in impaired discrimination of the sounds.” We acknowl-
edge that the wording of this sentence lends itself to a misinterpreta-
tion such as that made by Studdert-Kennedy and Mody. In keeping
with the hypothesis propounded throughout our paper, we meant to
convey that a difficulty in processing both the changes, and thus the
order of changes, in any rapidly occurring auditory stimuli (such as the
acoustic changes in stop consonants) would impair the ability to dis-
criminate, and thus categorize, stimuli such as certain speech sounds.
The end result would thus be a difficulty in discriminating between
speech sounds such as stop consonant syllables, which are relatively
similar. We defend our description of the formant transitions in speech,
which are indeed changes in frequencies that take place very quickly
over time, and thus are “a series of rapidly changing acoustic events,”
though we acknowledge that the term “events” could be easily mis-
construed to imply awareness of them. Our argument is that such a pro-
cessing difficulty would result in imperfect categorizations of certain
sounds, and thus difficulty in discrimination of speech sounds such as
stop consonants.

4. In describing the Watson and Miller (1993) study, Studdert-
Kennedy and Mody correctly note that the impaired readers made sig-
nificantly more errors than did normal readers on the tone TOJ task,
whereas three other “temporal perception” tasks did not distinguish be-
tween the groups. It should be added that the normal readers performed
better on each of these three tests than did the impaired readers ( just
not significantly so, using an alpha level of .004). The additional find-

ing that TOJ performance was highly correlated with performance on
the other three tasks that Watson and Miller used to assess auditory
temporal processing (TBAC embedded tone r � .56, pulse train r �
.49, and tonal duration r � .44, with r � .29 significant at .004) sug-
gests that all four tasks were aimed at a similar underlying construct
with the TOJ task being most sensitive. Although Studdert-Kennedy
and Mody did not use Watson and Miller’s LISREL analysis to support
their arguments, it should also be noted that none of the structural
equation models that Watson and Miller tested by using LISREL cor-
responds to the one proposed in our review, and by Tallal, which is that
an auditory temporal processing deficit is responsible for a speech
perception deficit that then impacts negatively on phonological aware-
ness, reading, verbal short-term memory, and so forth. As such, we
cannot be sure how such a model would have fared in fitting their data.

5. Had we conducted such a review, we would have concluded that
there was strong evidence for an association (see Stuart, 1994).

6. The case/group distinction should probably be thought of as a
continuum, with unambiguous examples (e.g., case—a single individ-
ual is explored intensively, usually in an effort to understand the mech-
anisms underlying his/her performance; group—one or more groups
of individuals is [are] explored less thoroughly, usually in an effort to
generalize findings to untested individuals who meet the group selec-
tion criteria) at the ends. In our view of this continuum, Castles and
Coltheart (1993) is a group study that paid attention to individual
differences. In Martin’s view it is “a set of case studies carried out
simultaneously.”

7. It is impossible to assess this precisely on the basis of the infor-
mation provided by Tallal (1980), but the numbers that we chose to il-
lustrate this point agree with some of the information provided in her
paper.
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