
Farmer and Klein (1995) have provided an interesting
and informative review of the evidence consistent with the
association of a temporal processing deficit with develop-
mental dyslexia. As with research in many areas of psycho-
logical inquiry, prevailing views on the underlying prob-
lem for developmental dyslexia have followed the swing
of the pendulum. Twenty-five years ago, the prevailing view
was that some type of deficit in visual perception was re-
sponsible for the inability of certain children to learn to
read well. Following extensive tests of the perceptual def-
icit view, the conventional wisdom became that the dys-
lexics’ problem was not in the realm of visual perception
and was not due to a general cognitive deficit, but rather
to some type of linguistic deficit (for summaries, see Liber-
man & Shankweiler, 1985; Shankweiler & Crain, 1986;
Vellutino, 1979). The view that developmental dyslexia pri-
marily represents some type of language-specific problem
has been accepted by many researchers in the field (see
Shankweiler & Crain, 1986), but more recently challenges
to this view have come from a number of sources. In their
review article, Farmer and Klein have presented an over-
view of studies purporting to demonstrate either a percep-
tual or a temporal processing deficit associated with de-
velopmental dyslexia.

Our view, which Farmer and Klein appear to share, is
that there are many causes of dyslexia (see also Martin,
1995) and that it is futile to search for the underlying cause
of developmental dyslexia. However, they appear to be-

lieve that a “temporal processing deficit,” while not ubiq-
uitous, may be a major reason for dyslexia. Their review
discusses two primary mechanisms by which temporal pro-
cessing deficits could cause reading problems. First, they
argue that dyslexics exhibit temporal processing deficits
in the auditory domain and attempt to promote these tem-
poral deficits as at least an underlying cause of the lan-
guage deficits indicated above and thus as a root cause of
dyslexia. Second, they argue that dyslexics exhibit visual
temporal processing deficits, and they attempt to use these
deficits as causal factors to explain some reading prob-
lems, independent of the influences of the auditory tem-
poral processing deficits.

One point that is not particularly clear from Farmer and
Klein’s article concerns the proportion of dyslexic readers
who may have each of these temporal processing deficits
at the heart of their reading problem. With respect to this
point, Farmer and Klein suggest that “a temporal process-
ing deficit might manifest itself in the various modalities
and affect reading ability to different degrees and in dif-
ferent ways” (p. 479). As indicated above, they suggest ways
in which (1) an auditory temporal deficit may result in a
phonemic deficit, which is characteristic of many devel-
opmental dyslexics, and (2) developmental dyslexia might
arise from a visual temporal processing deficit. We sus-
pect that they believe (like most researchers) that (1), above,
is the primary cause for dyslexia, and thus that the audi-
tory temporal deficit is a reinterpretation of the language-
deficit hypothesis. While some researchers (e.g., Love-
grove, Martin, & Slaghuis, 1986) have reported that as many
as 75% of the subjects they tested had a visual processing
deficit, most attempts to categorize developmental dys-
lexia into different subtypes have generally indicated that
the proportion of dyslexics with some type of visual, per-
ceptual, or spatial deficit is quite low (ranging from 4% to
16%; see Thomson, 1984). Thus, it would appear that vi-
sual processing deficits would account for only a rela-
tively small percentage of the dyslexic population.
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General Comments
Farmer and Klein’s article is an ambitious undertaking,

and the attempt to deal with so much literature is praise-
worthy. However, we feel that there are several basic prob-
lems that make Farmer and Klein’s account not totally sat-
isfying. Most stem from the fact that “temporal processing
deficit” is never clearly defined. While it clearly applies
operationally to tasks generally involving simple stimuli
that are brief and presented in close temporal proximity, it
is often unclear whether the putative problem involves pro-
cessing a brief and/or complex stimulus, processing order
relations among stimuli, or some combination or conjunc-
tion of the two. For example, if order-judgment deficits
occur for only certain types of stimuli (e.g., consonants),
then what exactly is the deficit? Thus, even if Farmer and
Klein were correct in proposing that the fundamental
problem with a subset of dyslexics is an underlying tem-
poral processing deficit rather than a language deficit, it
is not clear that this diagnosis is helpful at the present
level at which this hypothesis is being advocated.

A symptom of this lack of clarity relates to not know-
ing how to understand Farmer and Klein’s claims about
the relationship between auditory and visual temporal
processing deficits. Are they claiming that visual and au-
ditory deficits stem from the same source, different
sources, or both? At times in the article, it appears that
these deficits are thought of as stemming from a common
problem in an underlying “timing mechanism”; at other
times they appear to have different sources. We would guess
that the authors’ position is that both problems could
exist—a modality-independent temporal deficit and
modality-specific deficits.

As more of our research has dealt with the visual as-
pects of reading, we will focus our argument on the claims
that visual temporal processing deficits are an important
problem in dyslexia. However, we first wish to make a few
comments about the claims of auditory temporal process-
ing deficits.

Dyslexia and an Auditory Temporal
Processing Deficit

We take the central part of Farmer and Klein’s argument
about audition to be that the problems that appear to be
merely language problems may stem from a more funda-
mental temporal processing deficit. This claim can be bro-
ken down into two components. The first is that the diffi-
culties that these subjects experience in language-related
tasks will appear in other tasks not related to language,
and hence it is unparsimonious to postulate that the defi-
cits are confined to a completely encapsulated “language
module.” This seems quite reasonable to us, and the argu-
ments are quite cogent for why the language module
(1) would not be fully encapsulated but instead would use
“chips” that other tasks use as well, and (2) may have been
designed by evolution prior to the evolution of language.
It is also true that there is quite a bit of imprecision in cur-
rent language-deficit hypotheses about exactly what a
“language deficit” is (or what language deficits are). Thus,

attempting to tease apart language deficits into more basic
components seems like a step in the right direction.

The problem with Farmer and Klein’s proposal, how-
ever, is that their alternative hypothesis of a “temporal
processing deficit” does not seem to be much better de-
fined than the language-deficit hypotheses. Essentially,
Farmer and Klein posit that a temporal processing deficit
will produce a problem in understanding phonemes (since
speech is a signal that occurs in time). While the hypoth-
esis predicts that symptoms outside the language domain
will be observable, it does not really help much toward 
understanding why this produces a deficit in reading. In
addition, the temporal processing deficit does not really
relate in any serious way to subtypes of language deficits.
In several studies (e.g., Manis, Seidenberg, Doi, McBride-
Chang, & Peterson, in press; Murphy & Pollatsek, 1994),
there appear to be two clusters of language-related prob-
lems. One is related to vocal production and is typically
indexed by the rapid automatic naming task. The other 
relates to phonemic awareness (and presumably percep-
tual problems) and is typically indexed by such tasks as
phoneme deletion. Both problems could somehow be plau-
sibly related to temporal or timing problems, but, as they
appear to be at least somewhat independent, they presum-
ably would be related to two types of temporal processing
problems. Farmer and Klein’s lack of precision makes it
hard to think about how to extend their arguments to apply
to questions such as these. More generally, there are already
many studies in which reading problems are correlated
with a battery of oral language-production, oral language-
reception, and word-identification measures. It is not at 
all clear how the auditory temporal processing deficit is
going to elucidate the complex pattern of results that is
usually obtained (and is reasonably consistent across stud-
ies—see Manis et al., in press, and Murphy & Pollatsek,
1994).

Dyslexia and a Visual Temporal
Processing Deficit

Farmer and Klein argue that deficits in the visual system
that sends information to the brain may lead to poor read-
ing performance. The specific hypothesis that they dis-
cuss (Breitmeyer, 1980, 1989; Breitmeyer & Ganz, 1976)
is based on the distinction between transient and sustained
channels of the visual information-processing system.
Here again, Farmer and Klein are not really very clear as
to what they mean by a temporal processing deficit, nor do
they distinguish it from a sequential processing deficit.
However, they suggest two specific ways in which a visual
temporal processing deficit might manifest itself in dys-
lexic readers. First, they posit that a deficit in the transient
system will release the sustained system from inhibition
and lead to increased persistence from the preceding eye
fixation, resulting in interference with the information
processed on the current eye fixation. Second, they posit
that decreased transient activity will reduce the amount of
parafoveal information available during reading. We will
discuss each of these suggestions.
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Eye-movement problems. It is a well-known fact that
developmental dyslexics’ eye movements while reading text
are quantitatively different from those of normal readers
(Elterman, Abel, Daroff, Dell’Osso, & Bornstein, 1980;
Rayner, 1978, 1985; Rubino & Minden, 1973): in com-
parison with normal readers, dyslexic readers’ average
fixation durations are longer, their average saccade length
is shorter, and the average number of regressions is much
larger. But such differences could be attributed to a num-
ber of different causal factors, including persistence from
preceding fixations (as per Farmer and Klein’s suggestion),
difficulty in processing words in text, and faulty control of
the saccadic eye-movement system. The point is that we
cannot tell merely by examining the eye movements of
dyslexic readers while they read.

Although Farmer and Klein are not very specific about
exactly how a visual temporal processing deficit would af-
fect eye-movement behavior during reading, their sugges-
tion is reminiscent of a suggestion made previously by
Pavlidis (1981, 1985) that some type of central sequencing
deficit may manifest itself in the eye-movement behavior
of dyslexic readers. Although Farmer and Klein’s proposal
(i.e., that a visual temporal processing deficit will result in
persistence from the preceding fixation, thus interfering
with the processing of the current fixation) may differ some-
what from Pavlidis’s (i.e., that a sequential processing def-
icit will manifest itself in erratic eye movements), on the
surface it seems that they have similarities. We suspect
that it is instructive to review Pavlidis’s findings in light of
the issue that we raised earlier concerning the proportion
of dyslexic readers who manifest certain characteristics.

Pavlidis (1981, 1985) examined the eye movements of
dyslexic readers when they were engaged in a nonreading
sequential processing task. He appropriately noted that any
study based on reading experiments alone would be open
to a number of interpretations. However, he reasoned that
if the cause of dyslexia was due to a sequential disability,
one would expect that such a disability would manifest it-
self not only in reading, but in other tasks in which se-
quencing and eye movements were important as well.
Therefore, he asked normal and dyslexic readers to move
their eyes to fixate continuously on a fixation target that
jumped from left to right or from right to left across a
screen. Pavlidis’s primary finding was that when the tar-
get moved from left to right, dyslexic readers made sig-
nificantly more right-to-left saccades than did normal
readers. He concluded that erratic eye movements (mov-
ing from right to left when the task called for movements
from left to right) were characteristic of dyslexic readers.

Pavlidis’s results are consistent with some case studies
(Ciuffreda, Bahill, Kenyon, & Stark, 1976; Pirozzolo &
Rayner, 1978; Zangwill & Blakemore, 1972) in which dys-
lexic readers have been described as having a tendency to
move their eyes from right to left during reading. However,
on the basis of Pavlidis’s (1981) original report, a number of
attempts were undertaken to confirm his findings. None of
these studies (Black, Collins, De Roach, & Zubrick, 1984;
Brown et al., 1983; Olson, Kliegl, & Davidson, 1983;
Stanley, Smith, & Howell, 1983) were able to replicate

Pavlidis’s findings: there was no indication in any of these
studies that dyslexic readers differed from normals in
terms of the frequency of regressions when moving their
eyes from left to right in Pavlidis’s task. Other studies
(Adler-Grinberg & Stark, 1978; Eskenazi & Diamond,
1981; Stanley et al., 1983) have also failed to find differ-
ences between normal and dyslexic readers’ eye-movement
patterns in a visual search task.

Perhaps the easiest way to account for the discrepant find-
ings between Pavlidis’s research and the failures to repli-
cate his work is that Pavlidis’s subject-selection process
somehow resulted in a larger number of dyslexic readers
with visual deficits than is typical of the general popula-
tion of dyslexics (Pollatsek, 1983; Rayner, 1985). It is men-
tioned in some of the studies that generally failed to repli-
cate Pavlidis’s findings that a few of their subjects did
yield results like those reported by Pavlidis.

We return now to the specific suggestion that Farmer
and Klein have made regarding the eye fixations of dys-
lexic readers. Specifically, their point is that there may be
persistence from a preceding fixation that interferes with
the processing of a current fixation. This implies that
(1) dyslexics’ eye fixations during reading may be longer
than those for normal readers, or (2) dyslexics make more
eye fixations than do normal readers. As we have noted,
both are indeed true, but the reason is not at all clear and
could be due to a number of factors. It has been dem-
onstrated, however, that when dyslexic readers are given
age-appropriate reading material their eye-movement
characteristics do not differ from those of normal readers
of that age (Pirozzolo, 1979), and that when normal read-
ers are given text that is too difficult their eye-movement
characteristics look very much like those of dyslexic read-
ers (Rayner, 1986). Furthermore, when dyslexic readers’
eye movements are compared with those of control sub-
jects of similar reading age, their average fixation durations
and eye-movement characteristics do not differ (Hyönä &
Olson, 1994, in press). Finally, Hyönä and Olson found that
fixation durations in visual search do not differ between
dyslexics and normal readers. Thus, given the above data,
the most likely explanation for most dyslexic readers’
longer fixation durations when reading is that they are
having difficulty processing individual words and not that
persistence from the preceding fixation is interfering with
the processing being attempted in the current fixation.

Parafoveal information during reading. Although
Farmer and Klein are a bit unclear about how a visual tem-
poral deficit would affect eye fixations during reading,
they are quite clear with respect to the issue of processing
parafoveal information: they specifically suggest that dys-
lexic readers process less parafoveal information on each
eye fixation than do normal readers. On this issue, there are
some relevant data obtained by using the eye-contingent
moving-window paradigm (McConkie & Rayner, 1975;
Rayner & Bertera, 1979) which estimates the size of the ef-
fective visual field during reading. In the moving-window
paradigm, readers’ eye movements are monitored. On each
fixation, text is exposed within a window region around
the fixation point; wherever the reader fixates, the text is
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available; outside the window, the text is replaced by let-
ters or Xs. The size of the window can be determined ei-
ther by letter spaces (a 17-character window would mean
that 8 letters to the left and 8 letters to the right of fixation
were within the window) or by words (in a one-word win-
dow, only the fixated word is available, while in a two-
word window, the fixated word and the word to the right
of fixation are available). As one would expect, reading
speed increases as the size of the window increases. This
increase is the result of both shorter fixations and fewer
fixations. These changes occur because the preview of
words in the parafovea allows for faster processing of the
words when they are fixated later and because parafoveal
extraction of information allows for some words to be
skipped (Blanchard, Pollatsek, & Rayner, 1989). For nor-
mal skilled readers, the window extends about 15 charac-
ter spaces to the right of fixation (or about two words to
the right of the fixated word) and 4 character spaces to the
left (see Rayner & Pollatsek, 1989, for a more complete
description).

Using the moving-window paradigm, Rayner, Murphy,
Henderson, and Pollatsek (1989) compared the perfor-
mance of 3 dyslexic readers1 with that of some normal
readers. Figure 1 shows the reading rate as a function of
window size for 2 of the dyslexic readers and the controls
(the third dyslexic reader will be discussed below). Al-
though the dyslexic readers reached asymptote in reading
rate with a two-word window and the normal readers did
not reach asymptote until the window had three words, the
general patterns were quite similar. These data thus indi-
cate that the effective visual field for the dyslexic readers
might be a bit smaller than that of normal readers, but they
do not necessarily mean that the dyslexic readers are pro-
cessing parafoveal information less effectively. In partic-

ular, in experiments using the eye-contingent display change
paradigm, Rayner (1986), Inhoff, Pollatsek, Posner, and
Rayner (1989), and Henderson and Ferreira (1990) all
demonstrated that readers obtain less parafoveal informa-
tion when the fixated word is difficult to process than
when the fixated word is easy to process. In other words,
processing difficulty associated with the fixated word
shrinks the size of the effective visual field.

Figure 2 shows average fixation durations as a function
of window size for Rayner et al.’s dyslexic and normal read-
ers. Figure 3 shows data for 8 disabled readers2 in a study
reported by Underwood and Zola (1986). In their study, all
letters beyond 3, 5, or 7 letters to the right of fixation were
replaced by random letters. The typical finding in moving-
window studies like these is that as the window size in-
creases, fixation duration decreases until asymptote is
reached (or the point at which readers can typically obtain
all of the information that they would normally obtain on
a fixation). In both figures, the normal, control subjects
(or good readers) show the typical pattern of data. But,
note that in both Figure 2 and Figure 3 the disabled read-
ers’ pattern is like that of the normal readers and that fix-
ation durations are markedly longer when information be-
yond the window is removed.3 If dyslexic readers do not
get good parafoveal information during a fixation, they
should not show the better reading with increased window
size that they do.

These data lead us to believe that while the effective vi-
sual field may be somewhat smaller for dyslexic readers
than for skilled readers, it is not because they process para-
foveal information less effectively than normal readers, but
rather that they have difficulty in processing the fixated
word. With respect to this point, there is some irony in the
fact that Geiger and Lettvin (1987) proposed that the cause
of dyslexia was that dyslexic readers processed parafoveal
information more effectively than did normal readers; they
suggested that dyslexics’ efficient parafoveal processing
interfered with foveal processing, and that this is what
caused their reading problem. Indeed, Geiger, Lettvin, and
Fahle (1994) argued that dyslexic readers could markedly
increase their reading ability by cutting a small window in
an index card and reading the material inside the window
as it was moved across text. However, among the researchers
who have made claims about the underlying cause of dys-
lexia, there remains considerable controversy with regard
to the basic result that dyslexic readers process parafoveal
information more effectively than do normal readers. While
Perry, Dember, Warm, and Sacks (1989) reported results
that were consistent with Geiger and Lettvin’s (1987),
others (Goolkasian & King, 1990; Klein, Berry, Briand,
D’Entremont, & Farmer, 1990; Slaghuis, Lovegrove, &
Freestun, 1992) were unable to replicate their main find-
ing. Finally, the third dyslexic subject, the focus of Rayner
et al.’s (1989) article, showed characteristics that were
somewhat like those of Geiger and Lettvin’s subjects: he
could identify parafoveal words and letters better than nor-
mal readers and, when reading with a moving window, he
read better with a small window than with a large one.4
However, we would argue that he was atypical of dyslexic

Figure 1. Reading rate (in words per minute) as a function of
window size for normal control subjects and dyslexic readers. A
window size of 1W means that only the fixated word was avail-
able within the window, 2W means that the fixated word and one
word to the right of fixation were available, and 3W means that
the fixated word plus two words to the right of fixation were
available. FL = full-line condition, in which the entire line of text
was available. Letters outside the window were replaced with Xs.
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readers. Rayner et al. argued that he had a selective atten-
tion deficit which made it difficult for him to focus atten-
tion on the fixated word.

Paradigms and percentages. Researchers who spe-
cialize in using one particular type of paradigm, or who
are well known for research on a certain topic, typically
find a high percentage of dyslexic readers who have 
difficulty in their paradigm (i.e., they do much more
poorly than normal readers). We have mentioned two ex-
amples where this is the case: (1) Pavlidis’s finding that
dyslexic readers have erratic eye movements due to an
underlying sequential processing deficit, and (2) Geiger
and Lettvin’s finding that dyslexic readers process
parafoveal information better than do normal readers
(which leads to interference in the processing of foveal in-
formation). In each case, we have seen that there has been
considerable difficulty in replicating the results; while
there may be some evidence that is consistent with the
specific claim, for the most part the overall data have not
been consistent. Let us just mention three other findings,
each of which has not yet been reported by more than 
one research group. First, in Fischer’s lab (see Biscaldi,
Fischer, & Aiple, 1994; Fischer, Biscaldi, & Otto, 1993;
Fischer & Weber, 1990), which specializes in the study of
“express saccades” (short-latency eye movements), it has
been found that a high percentage of dyslexics make 
more express saccades than do normal readers. This find-
ing has been attributed to a deficit in the attention system
which makes it difficult to disengage foveal attention.5
Second, in Stein’s lab (see Eden, Stein, Wood, & Wood,
1994; Stein, 1994), which specializes in binocular control,
a high percentage of dyslexics have been found to have
difficulty in holding their eyes steady (as is necessary in
reading). And, third, in Lovegrove’s lab (see Lovegrove
et al., 1986), which specializes in contrast sensitivity, a
high percentage of dyslexics have been found to have

lower visual contrast sensitivity for low spatial and tem-
poral frequencies.

At this point, it is too early to really evaluate the relia-
bility of the three findings above; systematic attempts to
replicate the findings in other labs are not widespread or
have not yet been undertaken. However, given the contro-
versy concerning the findings of Pavlidis (1981) and Geiger
and Lettvin (1987), we think it is fair to ask the following
question. Why are certain results obtained primarily in
the labs of specialists on specific topics but not always in
other labs? We think this is one of the great mysteries of
research on dyslexia. The rule almost seems to be that if
you expect to find a deficit in your paradigm, you will find
it. On the other hand, researchers who are experts with a
given paradigm may be able to uncover subtle effects. An-
other great mystery is why there are so many contradic-
tory findings is the field of dyslexia research (see Rayner
& Pollatsek, 1989). In this regard, as we noted earlier, we
think that Farmer and Klein (1995) are quite reasonable in
that they acknowledge that there may be many underlying
factors contributing to dyslexia.

Summary
Farmer and Klein have done a great service in putting

together a large literature relating deficits in nonreading
tasks and dyslexia. They argue convincingly that dyslexia
can have causes that are more general than the processing
of language. In particular, they argue convincingly that ex-
amining deficits in nonlanguage auditory tasks could help
to elucidate the nature of language problems in dyslexia.

Figure 2. Fixation duration (in milliseconds) as a function of
window size for control and dyslexic readers in the Rayner et al.
(1989) study. Letters outside of the window were replaced with Xs.

Figure 3. Fixation duration (in milliseconds) as a function of
window size for good and poor readers in the Underwood and
Zola (1986) study. In the R3 condition, three letters to the right
of fixation were available, with all other letters to the right re-
placed with random letters. In the R5 and R7 conditions, five or
seven letters, respectively, to the right of fixation were available
and all other letters were replaced with random letters. FL =
full-line condition.
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However, at present, the “temporal processing deficit”
hypothesis is too vague to be of much help in understand-
ing these language problems and how they causally relate
to reading problems. They also argue that visual temporal
problems underlie dyslexia to some extent. We feel, in
this case, that the argument is on less solid ground. While
there are undoubtedly some dyslexics who have visual
problems, most of the research on dyslexia suggests that
problems with reading caused by the visual mechanisms
that Farmer and Klein postulate are quite rare.
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NOTES

1. The dyslexic readers were all adults, who had been diagnosed as
dyslexics in their youth and had attended special schools for dyslexics.
Their IQ scores were above 100, but they read at approximately the seventh-
grade level. Their listening comprehension scores were markedly higher
than their reading scores.

2. The disabled readers in Underwood and Zola’s study were fifth-
grade children who were reading between 1 and 2.5 years behind their
expected reading level.

3. The average fixation durations in the Rayner et al. study are longer
than those in the Underwood and Zola study. This is probably due to the
fact that, in the Underwood and Zola study, normal text was always
available to the left of fixation, which, except for the fixated word, was
not the case in the Rayner et al. study.

4. This improved performance with smaller windows occurred only
when the letters outside of the window were replaced by Xs. In this con-
dition (unlike the condition in which the letters outside the window are
replaced with other letters), the reader is aware of the boundaries of the
window of text. Hence, restricting the window apparently helped him
only when the restricted region was open to consciousness, apparently by
helping him to focus attention to the region around fixation. It should be
noted that, in comparison with this dyslexic reader, all normal readers
who have been tested over the years in our laboratory read better as the
window size is increased (up to about 15 letter spaces to the right of fix-
ation).

5. Actually, there is some controversy over the exact nature of express
saccades (see Findlay, 1992; Kingstone & Klein, 1993).
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