
Available online at www.sciencedirect.com

08) 455–463
Intelligence 36 (20
Using Item Response Theory to assess the Flynn Effect in the
National Longitudinal Study of Youth 79

Children and Young Adults data☆

A. Alexander Beaujean a,⁎, Steven J. Osterlind b

a Baylor University, United States
b University of Missouri-Columbia, United States

Received 24 February 2006; received in revised form 4 October 2007; accepted 24 October 2007
Available online 20 February 2008
Abstract

The purpose of this manuscript is to assess the magnitude of the Flynn Effect (i.e., increase in mean IQ scores across time) using
Item Response Theory (IRT). Unlike using methods derived from Classical Test Theory, IRT has the capability to determine if the
Flynn Effect is due to a genuine increase in intelligence, if it is due to a psychometric artifact (i.e., items changing properties over
time), or a combination of the two. Using the Peabody Picture Vocabulary Test—Revised and Peabody Individual Achievement
Test—Math from the National Longitudinal Study of Youth 79 Children and Young Adults, the results of this study indicate that
while using raw and standardized scores, the Flynn Effect is evident in a predicted magnitude, but when using scores based from
IRT analysis, the magnitude Flynn Effect substantially decreases, and, at least for the Peabody Picture Vocabulary Test—Revised,
goes away. Thus, for the data used in this study, the Flynn Effect appears to be largely the result of changing item properties instead
of changes in cognitive ability.
© 2007 Elsevier Inc. All rights reserved.
Defined, the Flynn Effect (FE) is the rise of psycho-
metric IQ test scores over time. It is named after New
Zealand political scientist James R. Flynn (1983, 1984,
1987, 1999). Since Flynn's original work, the FE has
been studied in many different populations across the
globe (Bolen, Aichinger, Hall, & Webster, 1995; Daley,
Whaley, Sigman, Espinosa, & Neumann, 2003; San-
born, Truscott, Phelps, & McDougal, 2003; Sundet,
Barlaug, & Torjussen, 2004; Truscott & Frank, 2001).
☆ This manuscript was based on the first author's doctoral
dissertation.
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While multiple sources have found that psychometric IQ
has been rising, general intelligence (g) has not shown a
parallel increase (Rushton, 1999; Must, Must, &
Raudik, 2003, but see Colom, Juan-Espinosa, & Garcia,
2001). Further, reaction time–a reliable correlate with
g–has not decreased over the same time periods
(Nettelbeck & Wilson, 2004). To add to the difficulty
in understanding the effect, while the FE appears to
impact scores throughout the entire range of the IQ
distribution, it is particularly concentrated for lower
ability examinees (Colom, Lluis-Font, & Andres-Pueyo,
2005; Teasdale & Owen, 1989; but see Flynn, 2006b).

Attempts to explain the various findings involved in
the FE have led scholars down a wide range of avenues
of inquiry into its nature and putative causes. Some
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researchers, such as Lynn (1989, 1990), and Eysenck
and Schoenthaler (1997) posit that massive environ-
mental changes, such as dramatic changes in available
nutrition, have, at least in part, been responsible for the
IQ increase. Others, like Blair, Gamsonb, Thornec, and
Bakerd (2005) explain the mean IQ increase as an arti-
fact of educational curriculum developments, especially
in mathematics instruction. Some theorists go the other
direction, holding that the FE is not due to an environ-
mental effect at all, but rather is a byproduct of an
increase in heterosis (outbreeding; Mingroni, 2004).
There are still others that opine the FE is not much more
than a psychometric artifact (Brand, 1996; Brand,
Freshwater, & Dockrell, 1989; Burt, 1952; Rodgers,
1999; Wicherts et al., 2004), or that perhaps the FE no
longer is even operative, at least in certain countries
(Sundet et al., 2004; Teasdale & Owen, 2005).

Methodologically, most FE studies rely on proce-
dures based on statistical and measurement models
derived from Classical Test Theory (CTT). [There are
two notable exceptions: work done by Flieller (1988)
and by Wicherts (2005; Wicherts et al., 2004).] CTT is
concerned with the estimation of a “true score” and
statistical comparisons with true score models are of
summed raw scores or factor scores (e.g., the Wechsler
FSIQ) (Lord & Novick, 1968). The near-universal
reliance on the CTT model in FE work is unfortunate
because the models do not make use of all the infor-
mation available in a given test performance, and, con-
sequently, cannot differentiate between the latent
constructs they are designed to measure, and the test
scores that purport to measure them. In contrast, modern
measurement methods, such as Item Response Theory
(IRT), allow for more appropriate estimation of a change
in underlying latent ability, and can help rectify the
problems in using CTT (Borsboom, 2005).

More concretely, raw scores, or amalgamated full-
scale scores, might not be the best types of variables to use
in FE studies because an increase in scores could be due to
a number of possibilities, such as an increase in cognitive
ability, a systemic decline in item-level difficulty, or an
interaction of these possibilities. Unless it can be shown
that the measures are invariant between the groups, CTT
models are not sensitive to such sources of variance and
can show a difference in true scores, even if there is no
change in the underlying latent variable (Beaujean, 2005;
Meade, Lautenschlager, &Hecht, 2005). IRT, on the other
hand, can assess these properties for items on a given test,
which, theoretically, allows the researcher to discern a
difference between a true rise in intelligence (measured
via a latent construct), changing item properties, or an
interaction of the two.
1. Item Response Theory

Item response models specify how an individual's
(latent) trait level and an item's properties are related to
how an examinee responds to that item, as well as a set of
items (Hambleton & Swaminathan, 1985; Lord, 1980).
Unlike classical test models, it can concurrently model
both a examinee's ability, θ, and item properties:
difficulty (b), discrimination (a), and a guessing
correction (c) (for alternative IRT models, see Sijtsma
&Molenaar, 2002; van der Linden & Hambleton, 1997).
Modeling all three item properties results in a three-
parameter model, while constraining c to zero results in a
two-parameter model. If c is held to zero and a is held
constant across all items, then this results in a one-
parameter model. To determine what model to use for a
set of items requires both theory and data (i.e., testing the
item-model fit).

Much has been written on IRT (Embretson &
Prenovost, 1999; Embretson & Reese, 2002; Hambleton
& Swaminathan, 1985; Hambleton, Swaminathan, &
Rogers, 1991; Lord, 1980) and the interested reader can
find more in-depth explication of the theory and models
there. For the purposes of this paper, only a few details
need recognized. First, when a and b are estimated
separately for two groups of examinees, each of the two
sets of variables has an arbitrary scale that are not directly
comparable. However, the two sets are linearly related, so
a simple transformation can be used to convert the
parameter estimates of one group to the scale of the other
group for purposes of comparison. Most current IRT
computer programs can do this calibration, so results from
the different groups are on the same scale.

Second, while test equating using CTT requires that
groups have similar ability distributions, this is not so
with IRT models. Instead, IRT methods allow for no-
nequivalent groups equating (Zimowski, 2003), which
allows test equating for groups who significantly differ
in distribution of θ. Concerning the FE, if intelligence is
actually rising, then the individuals who took the test at
different time points can be placed on the same
underlying θ (ability) distribution, which makes ability
comparisons especially easy, as one can determine how
many standard deviations one group's (average) cogni-
tive ability is from another's (Yu & Osborn Popp, 2005).

Third, and for the purposes of studying the FE, the
most salient aspect of IRT, is that “the item parameters
are not dependent upon the ability level of the examinees
responding to the items” (Baker, 2001, p. 52, emphasis
added). Thus, two groups who differ widely in θ can take
the same test and the item parameters should be the same
(within a linear transformation). This is starkly different
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from CTT models, where item properties are directly
related to the sample of test takers (Crocker & Algina,
1986). Regarding the FE, invariance means that item
parameters should not differ between samples, even if the
samples take the test some number of years apart and the
underlying ability (θ) of the groups has had a mean
increase. Of course, this claim needs to be empirically
assessed for all common items across the instruments, a
topic that falls under the rubric of differential item
functioning.

Defined, differential item functioning (DIF) occurs
when item parameters differ across subgroups (e.g., race,
age, time; Osterlind, 1983). To determine if DIF exists
using IRT models, one just examines if the (linearly
transformed) parameters for the IRT models differ
between two (time) groups. This is done by computing
the item parameter estimates within each group, calibrat-
ing the item parameters to put them on a common scale
(after correcting for the possibility that θ's distribution
might differ between the groups), and then testing to see if
the item parameters differ between the groups (Lord,
1980). If a given item is shown to exhibit DIF, however, it
can still be used in the estimate of the θ parameter for the
different groups. It is just assumed that the item is mea-
suring differently between the groups (i.e., is not invari-
ant; Raju, Laffitte, & Byrne, 2002) and is not used when
equating the groups' scores (Reise, Widaman, & Pugh,
1993).

Perhaps a more concrete example would be useful. In
large-scale educational assessments, it is common to put
scores from different grades on the same scale (i.e., θ) to
make comparisons easier. However, it would not be
prudent to, say, give 5th graders and 3rd graders the same
items; difficult items for 5th graders would not discrimi-
nate well for 3rd graders, and easy items for 3rd graders
would not discriminate well for 5th graders. However, if
there is a sufficient number of common items between the
two tests that do not exhibit DIF, the two tests can be
placed onto the same θ scale, which allows for a direct
comparison between 5th grade and 3rd grade scores. The
items that were not used for equating, however, are still
useful as they can help determine θ within a grade.

In studying the FE, the same concept applies. As long
as there is a sufficient number of items not exhibiting DIF
across the groups, the underlying θ for both groups can be
placed on the same scale. The items not used for equating
are still useful as they give information about θ within a
group. However, they should not be used in the direct
assessment of change in ability over time. Consequently,
before determining if ability has actually changed over
time, FE studies need to first determine if the items are
measuring the same construct, the same way, at different
points in time. This is conceptually similar to using multi-
group confirmatory factor analytic methods, and testing
for measurement invariance (Raju et al., 2002). Although
the theory behind the two types of analysis is distinct
(Meade & Lautenschlager, 2004; Reise et al., 1993), the
two methods have much to contribute to the FE literature
(see the discussion in Wicherts et al., 2004).

2. Method

Data for our Flynn Effect (FE) examination came from the
Children and Young Adults of 1979 edition of the National
Longitudinal Survey of Youth (CNLSY79) (Bureau of Labor
Statistics, U.S. Department of Labor, & National Institute for
Child Health and Human Development, 2002).1 More
specifically, the 1990 and 2004 administrations of the Peabody
Picture Vocabulary Test—Revised (PPVT-R; Dunn & Dunn,
1981) and the 1996 and 2004 administrations of the Math
section of the Peabody Individual Achievement Test (PIAT-
Math;Dunn &Markwardt, 1970) were used. Although the tests
were administered to children/adolescents in the 1980s, there
were significant changes in the administration and scoring
procedures to the instruments in the early 1990s, making the
comparison of standard and/or raw scores tenuous (Center for
Human Resource Research, 2004).

The PPVT-R and PIAT-Math tests were chosen for multiple
reasons: (a) item-level data were available; (b) the tests'
content is very homogenous; (c) while the PIAT-Math is an
achievement test, Scott, Bengston, and Gao (1998) found some
evidence of a FE in math achievement; (d) the PPVT-R is often
used as a proxy for IQ and correlates highly with various IQ
instruments (Dunn & Dunn, 1997, p. 62), and (e) the sample
from which the data was drawn (all the children born to Na-
tional Longitudinal Study of Youth 79mothers) is comprised of
a wide variety of US national subpopulations.

For a respondent to be included in the current study, he or
she (a) had to have his/her raw, standardized, and percentile
scores reported in the CNLSY79 database; (b) have answered
enough questions correctly to reach the basal level for the
respective test (8 for the PPVT-R; 5 for the PIAT-Math); (c) be
between ages 4 and 12 for the PPVT-R administration or
between ages 5 and 15 in the PIAT-Math administration to
make sure the age groups were consistent across cohorts; and
(d) not have had the test administration ended prematurely
(i.e., the test administration had to end because the responded
reached a ceiling or answered all the test items). Selecting on
these criteria produced sample sizes that were different across
the age cohorts for both tests, so, of the eligible respondents, a
random sample was chosen such that the n was the same
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within an age group. The sample size was determined by using
the minimum n from either administration sample. For exam-
ple, if the number of four year-old respondents for the 1990
PPVT-R administration was 100 and the number of four year-
old respondents for the 2004 PPVT-R administration was 150,
then all respondents in the 1990 group were used and a random
sample of 100 from the 2004 sample was used. The sample
sizes are reported in Tables 1 and 2.

To assess the unidimensionality assumption (i.e., that the
tests are only measuring one construct), a full information factor
analysis was run (Bock, Gibbons, & Muraki, 1988) for both
years of both tests using the TESTFACT program (Wood et al.,
2004). The results indicated that the unidimensionality assump-
tion is warranted across all tests and administration years.

For the IRT analysis, the item parameters were estimated in
the BILOG-MGprogram (Zimowski,Muraki,Mislevy, &Bock,
1996). Initially, each administration of each test was analyzed
Table 1
Peabody Individual Achievement Test—Math data

Age 1996 PIAT-Math

Raw Standard Percentile IRT

All n 2006 2006 2006 2006
X̄ 42.04 100.45 50.97 0.00
s 15.10 13.66 27.11 1.00

5 n 44 44 44 44
X̄ 10.86 96.32 41.11 −2.21
s 4.04 15.07 28.16 0.43

6 n 120 120 120 120
X̄ 15.56 102.36 55.02 −1.78
s 6.05 15.09 28.70 0.52

7 n 161 161 161 161
X̄ 23.16 103.01 56.50 −1.22
s 8.17 12.09 24.72 0.55

8 n 156 156 156 156
X̄ 30.01 101.43 52.66 −0.79
s 9.44 13.16 26.34 0.59

9 n 167 167 167 167
X̄ 37.66 102.05 53.75 −0.29
s 9.98 14.88 29.26 0.64

10 n 205 205 205 205
X̄ 42.24 100.45 51.04 0.02
s 8.77 14.07 28.00 0.59

11 n 254 254 254 254
X̄ 47.62 102.37 55.09 0.39
s 8.91 14.68 28.39 0.61

12 n 296 296 296 296
X̄ 50.54 101.64 53.28 0.57
s 7.92 12.33 25.51 0.51

13 n 293 293 293 293
X̄ 51.04 98.13 46.99 0.60
s 9.69 13.73 26.29 0.61

14 n 295 295 295 295
X̄ 53.66 97.26 44.02 0.75
s 9.02 12.31 25.30 0.54

15 n 15 15 15 15
X̄ 52.80 94.60 37.93 0.66
s 8.16 10.47 24.31 0.45
separately to determine if a one-, two-, or three-parameter IRT
model fit the data best. Using results fromBILOG-MG's item χ2

analysis, as well as a change in −2 Log Likelihood values (for
more information on the tests, see Embretson & Reese, 2002;
Zimowski et al., 1996; Embretson & Reese, 2002), a two-
parameter model appeared to fit the item data best for all ad-
ministrations of all tests. This means the “guessing” parameter
(c) was constrained to 0, but the discrimination and difficulty
parameters (a and b, respectively) were freely estimated.

The tests were then assessed for DIF in the b parameter
using the DIF procedure in BILOG-MG (BILOG-MG does not
allow for detection of DIF in the a parameter). Using an
α=.01, the ratio of the difference of (adjusted) b parameters
between groups to the difference's standard error was com-
pared for each item, as the ratio is asymptotically distributed as
a standard normal (Zimowski et al., 1996). The remaining
items were assessed for DIF in the a parameter using the
2004 PIAT-Math

Raw Standard Percentile IRT

n 2006 2006 2006 2006
X̄ 44.68 104.39 58.55 0.13
s 16.03 15.25 28.86 1.00
n 44 44 44 44
X̄ 12.89 106.05 61.50 −1.97
s 4.43 15.62 29.84 0.46
n 120 120 120 120
X̄ 16.18 102.71 54.94 −1.68
s 5.58 13.57 27.54 0.45
n 161 161 161 161
X̄ 24.75 105.03 60.01 −1.11
s 9.53 12.37 24.96 0.63
n 156 156 156 156
X̄ 33.81 106.25 61.89 −0.54
s 11.42 15.56 29.34 0.74
n 167 167 167 167
X̄ 41.34 107.51 64.59 −0.06
s 11.13 16.59 30.11 0.70
n 205 205 205 205
X̄ 47.20 108.59 66.88 0.31
s 9.51 14.63 27.16 0.61
n 254 254 254 254
X̄ 49.39 104.85 59.61 0.45
s 10.09 16.13 29.80 0.63
n 296 296 296 296
X̄ 52.19 104.11 58.28 0.61
s 9.92 14.93 28.77 0.59
n 293 293 293 293
X̄ 54.42 102.68 55.28 0.73
s 10.20 15.01 28.15 0.59
n 295 295 295 295
X̄ 56.06 100.83 51.39 0.80
s 10.66 15.36 28.96 0.58
n 15 15 15 15
X̄ 53.20 95.07 39.67 0.65
s 10.39 16.28 29.71 0.56



Table 2
Peabody Picture Vocabulary Test—Revised data

Age 1990 PPVT-R 2004 PPVT-R

Raw Standard Percentile IRT Raw Standard Percentile IRT

All n 717 717 717 717 n 717 717 717 717
X̄ 89.07 87.03 30.71 0.00 X̄ 92.99 95.71 45.40 0.06
s 30.39 19.42 27.64 1.00 s 32.18 22.88 32.97 1.10

4 n 43 43 43 43 n 43 43 43 43
X̄ 36.79 85.91 29.09 −1.67 X̄ 41.21 95.42 43.09 −1.67
s 13.64 18.79 27.24 0.43 s 13.83 17.14 31.40 0.40

5 n 94 94 94 94 n 94 94 94 94
X̄ 47.12 86.67 31.65 −1.38 X̄ 49.52 92.96 41.81 −1.43
s 18.58 23.46 33.21 0.56 s 17.88 23.73 32.27 0.52

6 n 37 37 37 37 n 37 37 37 37
X̄ 56.05 85.14 29.27 −1.10 X̄ 60.30 92.84 42.84 −1.08
s 19.01 20.94 28.70 0.58 s 19.69 23.46 33.92 0.59

7 n 17 17 17 17 n 17 17 17 17
X̄ 70.35 85.94 29.71 −0.64 X̄ 81.53 103.35 57.65 −0.42
s 19.10 20.38 34.33 0.64 s 14.48 17.73 33.23 0.50

8 n 11 11 11 11 n 11 11 11 11
X̄ 72.09 78.27 16.27 −0.62 X̄ 81.73 90.45 52.27 −0.35
s 10.18 17.07 17.45 0.32 s 31.48 35.92 32.13 1.05

9 n 9 9 9 9 n 9 9 9 9
X̄ 71.11 64.56 24.89 −0.61 X̄ 93.22 93.00 42.00 0.06
s 27.16 30.13 28.06 0.90 s 18.07 20.61 32.66 0.70

10 n 130 130 130 130 n 130 130 130 130
X̄ 101.49 88.46 32.60 0.41 X̄ 102.96 96.62 48.45 0.42
s 15.13 17.62 27.34 0.54 s 19.74 22.91 32.75 0.71

11 n 251 251 251 251 n 251 251 251 251
X̄ 105.66 89.22 32.41 0.55 X̄ 108.88 96.26 45.35 0.61
s 14.67 17.14 26.44 0.51 s 21.06 23.52 33.86 0.74

12 n 125 125 125 125 n 125 125 125 125
X̄ 107.46 84.89 27.45 0.60 X̄ 113.45 96.29 44.54 0.75
s 19.16 20.16 25.22 0.63 s 19.70 22.08 32.48 0.66
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Likelihood ratio test (Camilli & Shepard, 1994) as implemen-
ted in the program IRTLRDIF (Thissen, 2001), using the same
α of .01, but using a one df χ2 distribution instead of the
standard normal distribution.

As the ns for the PIAT-M and PPVT-R are large, the
standard errors will necessarily be small (assuming the items
are not extremely easy or difficult), which could result in too
many false positives. As the number of common items was
plentiful for both instruments, we felt it better to err on the side
of removing too many items from the equating set than to leave
in items that could possibly exhibit DIF. Any items not exhib-
iting DIF were used as equating (anchor) items, and the two
forms of the test (using all items) were equated, again, in
BILOG-MG. This allows the estimated latent trait (θ) scores to
be directly comparable across groups.

3. Results

3.1. Differential item functioning

Using the procedure for investigating differential item
functioning (DIF) as outlined above, 87 items on the PPVT-R
showed DIF in the b parameter, and none showed DIF in the a
parameter. For the PIAT-Math, 33 items showed DIF in the b
parameter, and 1 item showed DIF in the a parameter. The
items exhibiting DIF are listed in Appendix A. The items
found not exhibiting DIF were all used as anchoring items to
equate the two forms of the tests.

3.2. Peabody Individual Achievement Test—Math

The results from the PIAT-Math analysis are shown in
Table 1, with the columns labeled IRT being the derived IRT
latent trait scores. The table includes data from raw, standard,
and percentile scores as well. To facilitate the across-year
comparison, Cohen's (1988) d (with a pooled standard
deviation) was calculated for the raw scores, standard scores,
percentile scores, and the IRT latent trait scores (see Table 3).
For all calculations, the 1996 scores were subtracted from the
2004 scores, meaning that a positive number indicates an
increase over time, whereas a negative number indicates a
decrease over time.

Looking at the results for all ages, there was an increase in
raw, standardized, and percentile scores of the magnitude of
.17, .27, and .27 standard deviations, respectively. For the IRT
scores, though, there was a smaller increase over time of the



Table 3
Effect sizes for Peabody Picture Vocabulary Test—Revised and
Peabody Individual Achievement Test—Math

Age Raw Standard Percentile IRT

PIAT-Math
All 0.17 0.27 0.27 0.13
5 0.48 0.63 0.70 0.56
6 0.11 0.02 0.00 0.21
7 0.18 0.17 0.14 0.20
8 0.36 0.33 0.33 0.36
9 0.35 0.35 0.36 0.34
10 0.54 0.57 0.57 0.50
11 0.19 0.16 0.16 0.10
12 0.18 0.18 0.18 0.07
13 0.34 0.32 0.30 0.22
14 0.24 0.26 0.27 0.10
15 0.04 0.03 0.06 −0.02

PPVT-R
All 0.13 0.41 0.48 0.06
4 0.32 0.53 0.48 0.00
5 0.13 0.27 0.31 −0.09
6 0.22 0.35 0.43 0.04
7 0.66 0.91 0.83 0.38
8 0.41 0.43 1.39 0.35
9 0.96 1.10 0.56 0.84
10 0.08 0.40 0.53 0.02
11 0.18 0.34 0.43 0.10
12 0.31 0.54 0.59 0.24
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magnitude of .13 standard deviations, less than half the
increase of the standardized and percentile scores. While this
pattern does not hold over all groups when the data are broken
down into the various age groups, it does for the age groups
with appreciable sample sizes (i.e., nN200).

3.3. Peabody Picture Vocabulary Test—Revised

The results from the PPVT-R analysis are shown in Table 2,
with the columns labeled IRT being the derived IRT latent trait
scores. As with the PIAT-Math scores, Cohen's (1988) d (with
a pooled standard deviation) was calculated for all score types
to facilitate comparison (see Table 3). Like the PIAT-Math, the
raw, standardized, and percentile scores show an increase over
time of the magnitude of .13, .41, and .48 standard deviations,
but the IRT scores show a negligible increase over time of the
magnitude of .06. This pattern is generally repeated when the
data are grouped by age, when the n is of appreciable size.
4. Discussion

The purpose of this studywas to assess the FlynnEffect
(FE) by ItemResponseTheory (IRT)methods using scores
on the PeabodyPictureVocabularyTest—Revised (PPVT-
R) and scores on the Peabody Individual Achievement
Test—Math (PIAT-Math) from the data provided by the
Children and Young Adults of 1979 edition of the Na-
tional Longitudinal Survey of Youth (CNLSY79).When all
age groups were averaged, this study found that on both
the PPVT-R and the PIAT-Math, the raw scores, standard
scores, and percentile scores showed an increase in score
performance over time. This result is confirmed by
Rodgers and Wanstrom (2007), who found a FE in the
same data (using regression methods) before adjusting for
mother's IQ score. When using IRT-based scores,
however, an increase in scores was also found, but was
much smaller and, at least for the PPVT-R, a very
negligible increase. When the age groups were analyzed
separately, in general, similar results were found, although
there were some exceptions. However, as the n for many
age groups was very small, any effect (or lack thereof)
evidenced should be interpreted with caution.

The results from this study fit well into some of the
more recent literature concerning the FE. First, as Sundet
et al. (2004) and Teasdale and Owen (2005) have recently
shown, there appears to be a stop in the FE starting (at
least) sometime in the 1990s. It is very hard to speculate as
to the reason for this, as the reasoning behind the initial FE
was not well understood. As the FE (or lack thereof) can
have very potent “real world” effects (Beaujean&Guiling,
2006; Flynn, 2006a; Kanaya, Scullin, & Ceci, 2003), there
needs to be much more research devoted to this issue both
by research scholars and clinical practitioners. Of parti-
cular note in this research is a need for better understanding
of the psychological processes involved in changing item
parameters versus changing levels of cognitive ability. Put
another way, why do some item parameters change over
time, and are these reasons of any practical significance,
above and beyond the significance of general cognitive
ability? As the CNLSY79 data does not provide the actual
item stems for the PPVT-R or PIAT-Math, the current
study cannot answer such questions.

Second, this study aligns well with some recent schol-
arship (Beaujean, 2005; Wicherts, 2005, December;
Wicherts et al., 2004) that has shown the difficulty in
unfolding the FE without using more sophisticated psy-
chometricmodels than just differences between raw or full-
scale scores. As Classical Test Theory-derived scores are
unable to partial out the influence of factors other than the
trait being measured (Borsboom, 2005), comparing them
without controlling for, or at least investigating, other
related issues, such as measurement invariance, is a poten-
tially risky research endeavor where the results could be
very misleading (Meade et al., 2005). For example, in
looking at the PPVT-R in the current study, if one compared
standard scores across time, onewould have concluded that
there has been a rise of 6.15 points (i.e., .41⁎15) over
14 years, which turns out to be approximately .44 points a



Appendix A

Items exhibiting differential functioning

PPVT-R PIAT-Math

b a b a

3 None 12 7
7 14
20 16
22 18
27 27
31 32
33 37
36 42
40–42 47
44–48 51
50–52 53–59
55–56 61–68
58 70–72
60 74–76
64–68 78
70 80
72–74
76–77
81–82
85–87
90

(continued on next page)
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year—a figure close to Flynn's (1987) estimates. However,
looking at the IRT-based scores, one gets a very different
picture because the results show a miniscule change over
time (a .06 point increase). Of course, these findings do not
necessarily negate the use of Classical Test Theory models
in Flynn Effect investigations, but do call for more research
in this area, especially controlled experiments and simula-
tion studies (e.g., Beaujean, 2005) designed to compare
Classical Test Theory and IRT-derived scores.

Two separate issues that arise from this study and its
findings are how it coalesces with other research that has
shown that the rise in IQs over timemight be real increases
(Eysenck & Schoenthaler, 1997; Lynn, 1989, 1990), or
even a rise in g (Colom et al., 2001; te Nijenhuis & van der
Flier, 2006). To the latter, a possible answer is that the
analysis was done with CTT-derived scores and explora-
tory factor analysis. Thesemethods cannot assessmeasure-
ment invariance or item invariance (Raju et al., 2002;Reise
et al., 1993; Wicherts et al., 2004), and so cannot ade-
quately separate out variance due to g or change in mea-
surement instrumentation. A second argument is that there
are other studies (e.g., Rushton, 1999) that show different
findings, and more research needs to be accumulated
before any definitive statement can be made. To the for-
mer, a possible answer is that nutrition had an influence in
the mid-twentieth century, but its effects have leveled off.
In Lynn's (1990) thorough review, a large portion of the
studies cited were conducted before the 1980s, so it is
possible that the effects of nutrition had an effect mid-
century, but have exhausted their ability to further increase
cognitive abilities by the time the current data was col-
lected post 1990. All of these surmises, of course, are
merely hypotheses that bare further research.

A further issue that arises from this, and most other FE
studies, is the validity of IQ scores. We feel that, at least
within a generation, the data is replete enough to say that
scores are valid measures of individual differences in cog-
nitive ability, given the instrument was administered in a
language in which the test taker was fluent (Deary, 2000;
Jensen, 1998). Moreover, given their powerful predictive
capabilities (Deary, Strand, Smith, & Fernandes, 2007;
Schmidt & Hunter, 2004), we feel that IQ scores do have,
and will continue to have, a place in educational and
occupational settings. What this study has called into ques-
tion is the direct comparison of CTT-based scores across
generations without assessing measurement invariance.

Last, with the en masse distribution of personal com-
puters and the user-friendly software available (e.g.,
BILOG-MG, Mplus, R), IRT-based analysis of FE data
is not much more difficult, or least not much more time
consuming, than the more traditional CTT analysis. Thus,
it is hoped that IRTanalysis will begin to make its way into
this field. In addition, we hope that researchers doing FE
data collection will allow for secondary analysis of their
data at the item level and, perhaps more importantly,
standardized IQ test publishers will begin to make their
item-level data available to qualified researchers so that
IRTanalysis can start to be applied to norming data across
instrument editions.

4.1. Limitations

As an anonymous reviewer of the paper indicated, this
study should be viewed in the context of an exploratory
study. That is, other studies, using similar latent variable
methods but different measuring instruments, should be
conducted before anything definitive is stated about the FE.
This would be particularly informative if it were done with
data gathered in themid-to-late twentieth century, when the
FE appears to be most evident. Moreover, future studies
should look to gather data specifically from tests more akin
to typical IQ tests, such as that from the Wechsler instru-
ments or the various Raven's matrices tests.
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PPVT-R PIAT-Math

b a b a

92–93
95–96
98–100
106
108
111
113–117
119–121
125
130
133–136
139–144
147–151
153
155–156
159
161–162
164
166–167
172–174

b: threshold/difficulty.
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