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Abstract: The Flynn effect (FE) is the well-documented generational increase of mean IQ
scores over time, but a methodological issue that has not received much attention in the
FE literature is the heterogeneity in change patterns across time. Growth mixture models
(GMMs) offer researchers a flexible latent variable framework for examining the potential
heterogeneity of change patterns. The article presents: (1) a Monte Carlo investigation of the
performance of the various measures of model fit for GMMs in data that resemble previous
FE studies; and (2) an application of GMM to the National Intelligence Tests. The Monte
Carlo study supported the use of the Bayesian information criterion (BIC) and consistent
Akaike information criterion (CAIC) for model selection. The GMM application study
resulted in the identification of two classes of participants that had unique change patterns
across three time periods. Our studies show that GMMs, when applied carefully, are likely to
identify homogeneous subpopulations in FE studies, which may aid in further understanding
of the FE.
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1. Introduction

The Flynn effect (FE) is the well-documented generational increase of mean IQ scores found in many
countries [1,2]. The FE was observed as early as the 1930s, but only began to be systematically studied in
the 1980s [3]. While the typical FE is between three to five IQ points per decade, the effect’s magnitude
and direction have shown considerable variation across time and location [4].

Throughout its history, the FE has been fraught with methodological issues. For example, many
of the original FE studies were done comparing mean scores without paying attention to the scores’
distributions [5]. Another criticism is that the compared scores were often from instruments normed
at different time points, with no investigation into whether the scores were actually comparable [6,7].
While some current FE investigations have sought to use more robust methods, e.g., [8–10], there are
still some methodological issues that remain.

One methodological issue that has not received much attention in the FE literature is heterogeneity in
growth patterns. Cattell [11] first discussed this over 60 years ago, but methods for assessing differential
change have substantially evolved since his writing. While subsequent studies have reported different
magnitudes and directions of the FE (e.g., [4,12,13]), almost all of them assume homogenous change
within the given sample (for an exception, see [14]). Thus, these studies do not investigate whether
there are any differences within the FE magnitude or direction. One way to investigate whether there are
differences in the FE within a given sample is to use growth mixture models.

1.1. Mixture Models

Mixture modeling is a model-based approach used to identify underlying classes (also called
subgroups, profiles or populations) within a dataset that are unknown a priori [15]. That is, they are
typically used to explore unobserved heterogeneity when it is theorized to exist or when observed
(i.e., known) groups are not of primary interest in the analysis. When mixture models are used
with latent variables, they are similar to multigroup models, with the major difference being that the
group membership is not directly observed with mixture models. Instead, mixture models allow group
membership to be a latent variable, measured indirectly from the observed variables [16].

Mixture models can be used with data collected at one time point (i.e., cross-sectional) or multiple
time points (i.e., longitudinal data). Mixture models based on longitudinal data are generally referred
to as growth mixture models. Growth mixture models (GMMs) combine latent curve models [17] and
mixture models. Thus, the objective of fitting GMMs is twofold [18]. First, GMMs describe, in a
post-hoc manner, possible classes within the data. This is similar to exploratory factor analysis in that
the number of classes are unknown at the outset and must be subsequently determined by the data.
Second, once the number of classes are found, then GMMs examine how the indicator variables change
over time, as well as the differences in this change between and within the unobserved classes.

As with other latent variable models, GMMs have the benefit of estimation flexibility. Specifically,
researchers have the option to freely estimate or constrain any of the model parameters based on the
theory of how the variables should relate [19], although the complexity of GMMs does somewhat limit
this flexibility [20]. Another benefit of GMMs is the ability to compare the fit of competing models to
the data [21,22]. Model fit is especially important in GMMs, as it can be used to guide the number of
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classes to retain [23]. There are many fit indices available to examine fit in a GMM, each using different
criteria to examine the fit of the model to the data. We discuss these different fit indices in Section 2.3.

1.2. Current Study

The purpose of the current study is to investigate the performance of the various measures of model
fit for GMMs in data that resemble previous FE studies. Using Monte Carlo methods [24,25], we
systematically examined the utility of fit indices to identify the correct number of underlying classes
while varying the sample size, score reliability, proportions of participants in each class (i.e., class
prevalence) and growth pattern. Based on the results of the Monte Carlo study, we then fit a GMM
to data from the National Intelligence Tests [26].

2. Method

2.1. Monte Carlo Study

Monte Carlo (MC) studies are experiments that repeatedly generate sample data from a population
model [24,25]. The purpose of the repeated sample generation is to obtain empirical sampling
distributions [27]. MC methods are commonly used in latent variable modeling for multiple reasons,
one of which is to examine the performance of specific modeling procedures under a particular set of
known circumstances [28]. Use of a population with a known structure allows for the investigation of fit
index performance. To that end, we examined the utility of GMM fit indices under specific conditions
that have been, or are likely to be, observed in investigations of the FE.

2.1.1. Population Models

The population models from which samples were drawn for the current study all contained two classes
of respondents defined by their growth patterns across three time points. We used two classes for the
population models, because it is the simplest mixture model scenario, which is best placed to start when
applying new models. Extensions to situations with more than two classes are easily generalizable from
our presentation and have been documented elsewhere (e.g., [23,29,30]). We used three time points
because that is the minimum needed for a latent model [17]. In one set of population models, both classes
exhibited linear trends; in the other set of population models, both classes exhibited quadratic trends.

A typical growth model consists of two parts: a Level-1 component and Level-2 component [31]. The
Level-1 component is comprised of the observed variable (e.g., intelligence test scores) measured at the
different time periods. The Level-1 portion of the growth model is given in Equation 1.

Yij = λ0i + λ1i(Tj) + λ2i(T
2
j ) + εij, (1)

where Yij is the value of the outcome variable for person i at time period j, λ0i is the true intercept of
the change trajectory for person i, λ1i is the true linear slope of the change trajectory, λ2i is the true
quadratic curvature of the change trajectory, εij is the residual for person i and Tj is a variable indicating
the time period.
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The GMM version of the growth model is very similar to Equation 1, but allows the model to differ
by class. It is shown in Equation 2.

Yijk = λ0ik + λ1ik(Tj) + λ2ik(T
2
j ) + εik, (2)

where k represents the class to which person i belongs.
The variables used in Equation 1 are not independent of each other, since they are observed on the

same individuals at each time period. Thus, the Level-2 components are the unique individuals in the
sample. The Level-2 model for the k classes is given in Equation 3.

λ0ik = γ00k + ζ0ik

λ1ik = γ10k + ζ1ik

λ2ik = γ20k + ζ2ik,

(3)

where γ00k is the mean intercept for class k, ζ0ik is the intercept random error for person i in class k
(with variance of ψ00), γ10k is the mean of the linear slopes for class k, ζ1ik is the linear slope random
error for person i in class k (with variance of ψ11), γ20k is the mean of the quadratic terms for class k
and ζ2ik is the quadratic slope random error for person i in class k (with a variance of ψ22). For models
that did not include the quadratic term, γ20k was set to zero, and the quadratic slope variance (ζ2ik) was
removed. Figure 1 shows a conceptual diagram of the GMM. For all models in the MC study, no linear
or quadratic slope variances were estimated.

Figure 1. Conceptual diagram of the linear and quadratic growth mixture model with Level-1
subscripts removed. Coefficients for dashed lines were set to zero for the linear model.
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In all population models, the class trends were specified such that if classes were ignored, the change
in scores across time resembled a typical FE (i.e., a rise of approximately 0.30 IQ points a year). For
example, the population version of the class-specific growth models are depicted in Figure 2 along with
the combined growth model if classes were ignored. Figure 2a represents the model that included the
linear term, while Figure 2b represents the model that included the linear and quadratic terms. We refer
to the conditions with the quadratic growth term as the crossing growth pattern conditions, while we
refer to the conditions with only the linear growth term as the non-crossing growth pattern conditions.

We chose the two growth patterns, because they represented two extremes for having heterogeneity
in the FE, which is a recommended strategy when initially investigating a phenomenon [32]. Our choice
does not indicate that we believe they are the only two growth patterns, only that they are two possible
forms of heterogeneous growth that could underlie the FE.

Figure 2. Class-specific and combined growth models. (a) Linear (non-crossing) growth
model; (b) quadratic (crossing) growth model.

(a)

(b)
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2.1.2. Design Factors

Table 1. Design factors for the Monte Carlo study.

Factor Level 1 Level 2

Class Prevalence (Class 1/Class 2) 0.40/0.60 0.30/0.70
Sample Size 200 800
Measure Reliability 0.80 0.95
Growth Pattern Linear (Not Crossed) Quadratic (Crossed)

Note: For all models, the linear slope and quadratic term variances were set to zero, the covariances were
set to zero, the intercept variances were set to 0.80 and the residual variances were held constant across all
time periods.

The manipulated design factors included in the MC study were: (a) class prevalence, (b) sample size,
(c) score reliability and (d) growth pattern. The levels for each factor are given in Table 1. The design
was fully crossed to yield 16 cells (i.e., unique conditions). In all models, the intercept variance was set
to 0.80. The reliability was specified as the ratio of the observed variable’s true variance (i.e., variance
explained by the model) to the total variance (i.e., true variance plus residual variance) of variables at
each time period. The reliability formula is given in Equation 4.

ρkt =
ψ00k + λ2tψ11k + λ4tψ22k + 2λtψ01k + 2λ2tψ02k + 2λ3tψ12k

ψ00k + λ2tψ11k + λ4tψ22k + 2λtψ01k + 2λ2tψ02k + 2λ3tψ12k + σ2
kt

, (4)

where ψ00 is the intercept variance in class k, ψ11 is the linear slope variance in class k, ψ22 is the
quadratic term variance in class k, ψ01 is the covariance between the intercept and linear slope in class k,
ψ02 is the covariance between the intercept and quadratic term in class k, ψ12 is the covariance between
the linear slope and quadratic term in class k, λt is the time period indicator for time t and σ2

kt is the
residual variance at time t in class k.

For the current study, the linear slope and quadratic term variances were set to zero in both classes,
as were the covariances. Furthermore, the intercept variances were set to 0.80 in both classes, and
the residual variances were held constant across all time periods. Therefore, Equation 4 reduces to
Equation 4a.

ρ =
ψ00

ψ00 + σ2
(4a)

As an example, for a reliability of 0.95 for the linear (non-crossing) model, plug in the known values
into Equation 4a and solve for the unknown value, σ2:

0.95 =
0.80

0.80 + σ2
⇒ σ2 = 0.0421 .

The population effect size for the GMMs is given in Equation 5.

d =
µD
σD

=
(
∑K

k=1 πkµ3k)− (
∑K

k=1 πkµ1k)√
(
∑K

k=1 πk(µ3k − µD)2) + 2σ2

, (5)
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where µD is the mean of the difference scores, σD is the standard deviation of the difference scores, πk
is the prevalence of class k, µ3k is the mean of class k at Time Period 3, µ1k is the mean of class k at
Time Period 1 and σ2

t is the residual variance at time period t.
As an example, the effect size for the linear (non-crossing) model with a reliability of 0.80 and a Class

2 prevalence and slope of 0.60 and 0.10, respectively, and a Class 1 prevalence and slope of 0.40 and
0.40, respectively is:

d =
µD
σD

=
(π2µ13 + π1µ23)− (π2µ11 + π1µ21)√
π2(µ13 − µD)2 + π1(µ23 − µD)2 + 2σ2

=

(0.60 ∗ 0.20 + 0.40 ∗ 0.80)− (0.60 ∗ 0 + 0.40 ∗ 0)√
0.60(0.20− 0.44)2 + 0.40(0.80− 0.44)2 + (2 ∗ 0.20)

= 0.63 .

The population effect size for each cell of the design is given in Table 2.

Table 2. Population effect size for each cell of the design.

Growth Pattern

Class Prevalence Reliability Sample Size Crossing Non-Crossing

π1 = 0.40, π2 = 0.60 0.80 200 0.20 0.63
π1 = 0.40, π2 = 0.60 0.80 800 0.20 0.63
π1 = 0.40, π2 = 0.60 0.95 200 0.20 1.07
π1 = 0.40, π2 = 0.60 0.95 800 0.20 1.07

π1 = 0.30, π2 = 0.70 0.80 200 0.43 0.55
π1 = 0.30, π2 = 0.70 0.80 800 0.43 0.55
π1 = 0.30, π2 = 0.70 0.95 200 0.43 0.95
π1 = 0.30, π2 = 0.70 0.95 800 0.43 0.95

Note: Effect sizes are given in the last two columns.

2.2. Data Generation

The population structure used in the current study is a mixture model with known numbers of classes,
class prevalence, the class-specific growth model and reliability (see Table 1). Samples were generated
from these structures, and GMMs were then fit to the sample data to determine the extent to which
the true structure was recovered. For each cell of the design, 1,000 samples were simulated using five
hundred random starting values. Use of a high number of random starting values for model estimation
improves the chances that a researcher identifies the global maximum of the likelihood function [33].

2.3. Fit Indices to Aid in the Growth Mixture Model Selection

The fit indices for GMMs reflect either absolute model fit, relative fit or classification certainty [34].
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2.3.1. Absolute Model Fit

Absolute fit indices illustrate how well the model with a given number of classes fits the data
irrespective of how other models fit the data. A common absolute fit index is the minimized fit function
value (i.e., likelihood). The logarithm of the likelihood (log-likelihood) is often used rather than the
likelihood index itself for greater simplicity in interpretation. Larger values of the log-likelihood value
(i.e., values closer to zero, because they are negative) provide stronger evidence that the model fits the
data. In GMMs, comparing log-likelihood values of competing models is likely to prove unfruitful,
because the log-likelihood may prefer models with more underlying classes. Models with more
underlying classes violate the parsimony principle and would also likely be difficult to interpret [34].
The log-likelihood is still important, because it is used as part of other fit indices, such as information
criteria, which are discussed in Section 2.3.3.

2.3.2. Lo–Mendell–Rubin Likelihood Ratio Test

Traditionally, comparing nested models via the likelihood ratio test (LRT) is common practice in latent
variable modeling [35]. This LRT cannot be conducted in the same manner with GMMs, because the
likelihood ratio difference between models with different numbers of classes typically does not follow a
χ2 distribution [33]. Furthermore, the traditional LRT of nested models examines differences between
two models that only differ in the model parameterization. In GMMs, competing models may specify
different numbers of underlying classes. Models that differ in the number of classes necessarily have
different model parameterizations, which makes the traditional test of nested models inappropriate.

Lo, Mendell and Rubin [36] extended the previous work of Vuong [37], who derived a likelihood
ratio test for model selection. The eponymous Lo–Mendell–Rubin likelihood ratio test (LMR) is a
global test of model fit in which the LRT distribution is approximated, thus making the comparison of
neighboring class models possible [36]. They developed an ad hoc adjustment for finite sample sizes
that improves the accuracy of inferences based on the test. The LMR compares the improvement in fit
between neighboring class models (i.e., compares a model with k−1 classes against one with k classes).
The resulting statistic’s p-value can be used to test if the increase in model fit from specifying an addition
class is unlikely to be due to chance alone [29]. The best fitting model according to the LMR is the last
model that resulted in the rejection of the null hypothesis.

2.3.3. Relative Fit Indices

Relative fit indices are interpreted in relation to the fit estimates from other models. These indices
are computed by imposing a penalty on the log-likelihood function when more parameters are estimated
and/or when fewer subjects are included in the analysis.

Most relative fit indices used to assess a GMM are information-theoretic indices [38]. These indices
are related to model likelihood in that minimizing the information indices coincides with maximizing
likelihood. Unlike likelihood-based procedures, the information-theoretic indices can be applied to
non-nested models [39,40]. We list these indices in Table 3.
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Table 3. Information-theoretic fit indices.

Index Abbreviation Formula

Akaike information criteria AIC −2 logL+ 2p
Consistent AIC CAIC −2 logL+ p[log(n) + 1]

Corrected AIC AICc AIC + (2(p+1)(p+2))
(n−p−2)

Bayesian information criteria BIC −2 logL+ p log(n)

Sample size adjusted BIC SSBIC −2 logL+ p log
[
(n+2)
24

]
Draper’s information criterion DIC −2 logL+ p

(
log
(
n
2π

))
Note: L, likelihood; p, number of free (estimated) parameters; n, sample size.

One of the original information-theoretic indices was the Akaike information criteria (AIC), which
adds a complexity penalty to a model’s log-likelihood value [41]. The consistent AIC (CAIC; [42]),
corrected AIC (AICc; [43]), Bayesian information criteria (BIC; [44]), sample size adjusted BIC
(SSBIC; [45]) and Draper’s [1995] information criterion (DIC) are all similar to the AIC, but the
penalties they impose for complexity are all functions of the sample size. For all information-based
criteria, comparatively lower values indicate better fitting models [47], although all criteria may not be
minimized for the same model [34].

Prior simulation studies have shown that AIC tends to overestimate the correct number of underlying
mixtures [29,48–52], despite being a frequently reported index. The BIC provides information for both
selecting models with varying numbers of mixtures and selecting between competing models that are
parameterized differently, such as restrictions made to the covariance matrices [33]. The BIC tends not
to overestimate the number of underlying mixtures as frequently as the AIC does, because it imposes
a stronger complexity penalty. Under smaller sample size conditions, Celeux and Soromenho [48] and
Tofighi and Enders [23] found that BIC tended to underestimate the number of classes using sample
sizes of 300 and 400, respectively. Morgan [50] found that the BIC and SSBIC tended to identify
a higher proportion of correct solutions, except under conditions with very rare classes. Yet, when
rare classes were present, none of the indices examined performed well [50]. Similar to Celeux and
Soromenho [48] and Tofighi and Enders [23], Morgan [50] found that when BIC identifies the incorrect
mixture model, it underestimates the number of mixtures. Nylund et al. [29] found that BIC generally
outperformed all other information-based criteria, including AIC, CAIC and SSBIC. Yang [52] found
SSBIC to outperform AIC, CAIC and BIC in models with categorical indicators and at least 50 subjects
per latent class. These findings suggest that SSBIC may be related to class enumeration and sample size
in order to maintain a certain subject-to-class ratio. The AICc and DIC have not been as systematically
studied as the other criteria, at least when used with GMMs.

2.3.4. Classification Certainty

Assigning individuals to the most appropriate class is an important component of GMMs. If the
classes are distinct and well defined, then all observations will only have one class to which they belong.
When the respondents are likely to belong to a number of classes, then the solution lacks meaningful
classification. Consequently, GMM solutions that classify the respondents unambiguously represent
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better models. The overall distinctiveness of the GMM’s classification is commonly expressed with
entropy-based measures [53,54].

Entropy is defined as:

Ok = −
n∑
i=1

K∑
k=1

π(k|yi) log(π(k|yi)), (6)

where π(k|yi) is the estimated probability that person i belongs to class k, K is the number of classes and
n is the sample size. Values of Ok closer to zero indicate better classification.

Relative entropy [55], Ek, is a scaled version of Ok, defined in Equation 7.

Ek = 1− Ok

n log(K)
, (7)

Unlike Ok, Ek is bounded by zero and one, with larger values indicating better classification [56].
Some disadvantages of using entropy (or relative entropy) are that it assumes that the estimated model

is correct and there is no agreed level for acceptable values [57]. Another disadvantage is that it can be
negatively influenced by chance misclassification for models with a higher number of classes [34]. That
is, there is a greater opportunity for misclassification for models with more classes, which may result in
the entropy-based estimates spuriously indicating that a model fits the data poorly.

The integrated classification likelihood criteria [58] is another classification-based fit index. Its
calculation is complex, so it is often estimated using a BIC-type approximation (ICL-BIC). When class
sizes are sufficiently large, the performance of the ICL-BIC differs very little from the more complex
version [58]. The ICL-BIC is defined in Equation 8.

ICL-BIC = −2 logL+ 2Ok + p log(n), (8)

where p is equal to the number of free parameters, Ok is entropy, and n is the sample size. While the
ICL-BIC has not been widely examined, studies that have examined it have found that it works well,
often outperforming other fit indices [59,60].

2.4. Analysis

We fit two through five class solutions to each generated dataset. There were no replications that
produced implausible values or that did not converge. Descriptive information (e.g., proportions of
correct model selection) was adjusted accordingly based upon the number of usable replications for a
given cell.

For each usable replication, we recorded the AIC, AICc, CAIC, BIC, SSBIC, DIC, ICL-BIC, relative
entropy and LMR fit measures and used them to identify the best model. For AIC and its variants, as
well as the ICL-BIC, the model with the smallest values for each index, was selected as the best fitting
model. For each LMR test, we started by testing the null hypothesis that the one-class model fit the data
better than the two-class model. If this null hypothesis was rejected (using a Type I error rate of 0.05),
then we tested the null hypothesis that the two-class model fit the data better than the three-class model.



J. Intell. 2014, 2 166

We repeated this process, until we either failed to reject the null hypothesis or reached five classes. We
computed the mean and quartiles of the entropy values for the two-class models.

Next, the model identified as the best was compared against the population model. We assigned
correctly flagged solutions a one and incorrectly flagged solutions a zero. Therefore, for each condition
and fit index, the numbers of correct and incorrect solutions were recorded. The proportion of
correctly identified solutions was reported for each fit index, so higher mean values indicate higher
rates of accuracy.

To identify design factors that had an effect on the correct identification of the number of classes, we
entered the design factors and their two-way interactions into logistic regression models predicting the
accuracy of each fit index. The odds ratio (OR) from the logistic regression output were used as estimates
of the effect size of each design factor. Finally, since the LMR uses a hypothesis test, this allows for an
investigation of the test’s Type I error rate and statistical power.

2.5. Software

We used Mplus [61] to generate the data and estimate the parameters via the MplusAutomation
package [62] in R [63]. Parameters were estimated using maximum likelihood estimation with robust
standard errors [61].

3. Results

3.1. Monte Carlo Study

A total of 16,000 datasets were successfully generated (16 conditions × 1,000 replications), and the
general structure of the samples closely approximated the structure specified by the population model. In
nearly every dataset, the structure of the sample matched that specified by the population model within
two-thousandths of the true parameters, on average. Convergence rates were 100% for all models. The
accuracy for each fit index across all cells is presented in Table 4, while the accuracy within the crossing
and non-crossing pattern conditions is presented in the top and bottom parts of Table 5, respectively.

Table 4. Overall model selection accuracy rates across all conditions.

Accuracy
Fit Index (% Correct)

Akaike information criterion (AIC) 57.1
Corrected Akaike information criterion (AICc) 66.7
Consistent Akaike information criterion (CAIC) 99.9
Bayesian information criterion (BIC) 99.8
Sample size adjusted BIC (SSBIC) 79.0
Draper’s information criterion (DIC) 96.8
Integrated classification likelihood with BIC approximation (ICL-BIC) 89.5
Lo–Mendell–Rubin likelihood ratio test (LMR) 54.4
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3.1.1. Relative Fit Indices

The percentage of correctly identified solutions based on AIC across all design factors was 57.1%.
The design factors with the strongest impact of AIC’s accuracy were the class-specific growth
patterns (OR = 0.70) and the interaction between the class-specific growth patterns and sample size
(OR = 1.42). That is, when controlling for the other design factors, AIC tended to identify the correct
model less frequently with the non-crossing growth pattern. Yet, the effect of the growth patterns was
different, depending on the sample size. The cell of the design with the lowest AIC accuracy rate (49.7%)
contained 200 observations, a reliability of 0.80, a class prevalence of 0.60 and 0.40 and non-crossing
class-specific growth patterns. The cell of the design with the highest AIC accuracy rate (61.7%)
contained 800 observations, a reliability of 0.95, a class prevalence of 0.60 and 0.40 and non-crossing
class-specific growth patterns.

The effect the design factors had on the performance of the AICc was similar to that of AIC with the
addition of the main effect of sample size also having a stronger impact (OR = 0.56). After controlling
for the other design factors, AICc tended to perform better with the smaller sample size (n = 200) than
the larger sample size (n = 800).

The CAIC and BIC were highly accurate at identifying the correct number of classes across all
design factors.

While the SSBIC generally performed well, it was not as accurate as the CAIC or BIC. Sample
size (OR = 15.10) and growth pattern (OR = 0.76) were the design factors that had the largest main
effects. More specifically, after controlling for the other design factors in the model, the odds that
SSBIC identified the correct class solution with a sample size of 800 were 15.1-times the odds that
SSBIC identified the correct class solution with a sample of 200. Furthermore, the SSBIC was less
accurate at identifying the correct number of classes in the non-crossing conditions than it was in the
crossing conditions.

The DIC performance was very similar to the BIC. Unlike the BIC, though, DIC’s performance
was strongly influenced by two of the design factors: sample size (OR = 13.00) and growth patterns
(OR = 0.49). Although DIC performed very well in the large sample size condition (n = 800; 99.4%),
it performed well in the small sample size condition, too (n = 200; 94.2%).

3.1.2. Classification Certainty

Relative entropy was sensitive to the pattern of growth in each class. In all crossing growth pattern
cells, the estimated mean relative entropy in the models containing two classes was 1.0, indicating
perfect classification. In the non-crossing growth pattern cells, the estimated mean relative entropy in the
two-class models was 0.60, and the quartiles of the relative entropy values were 0.50 (Q1), 0.58 (Q2) and
0.66 (Q3), with a minimum value of 0.20 and a maximum value of 1.0. Thus, relative entropy estimates
were much higher with crossing growth patterns, which indicates that they were more distinguishable
than the non-crossing growth patterns.

The overall accuracy of ICL-BIC was 89.5%, but this was influenced by the growth patterns and
the reliability of design factors. For the crossing growth patterns, ICL-BIC reached 100% accuracy
in all cells. Among the non-crossing growth pattern cells, ICL-BIC was generally more accurate when
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reliability was higher (87.9%, OR = 9.37) and less accurate when reliability was lower (70.0%). ICL-BIC
was least accurate (65.6%) in the cell with a smaller size (n = 200), lower reliability (0.80) and a growth
pattern prevalence of 0.60 and 0.40.

3.1.3. Lo–Mendell–Rubin Likelihood Ratio Test

The LMR was sensitive to the growth patterns, reliability and sample size design factors. After
controlling for the other design factors, the LMR tended to identify the correct number of classes more
frequently: (a) in the larger sample size condition rather than the smaller sample size condition; (b) in
the higher reliability condition rather than the lower reliability condition; and (c) in the crossing growth
pattern condition rather than the non-crossing growth pattern condition.

To examine the Type I error rate of the LMR, we calculated the proportion of times the p-value was
less than the pre-established Type I error rate of 0.05. Since the null hypothesis for the LMR is that the
number of underlying classes is one less than the number being fit in a particular model, we examined
the p-values for the model with three classes. The observed Type I error rate in this study was 0.16,
which exceeded the maximum allowable rate. The inflation was primarily driven by the crossing growth
pattern conditions in which the observed Type I error rate was 0.25. The observed Type I error rate in
the non-crossing growth pattern conditions was 0.07, which was closer to the nominal Type I error rate
used in the study.

To estimate the power of the LMR tests, we calculated the proportion of times we rejected the
null hypothesis for the two-class solution. The observed power across all cells of the design was
0.68. The observed power in the crossing and non-crossing growth pattern conditions was 1.00 and
0.37, respectively. The observed power in the smaller and larger sample size conditions was 0.60 and
0.77, respectively. The observed power in the lower and higher reliability conditions was 0.56 and
0.80, respectively.

3.2. National Intelligence Tests

To demonstrate the use of growth mixture modeling for examining the FE, we fitted a series of
GMMs to data collected in the National Intelligence Tests (NIT; [26]), which is a 10-sub-test intelligence
measure modeled after the Army Alpha and Beta tests [64]. This data was collected in Estonia at three
separate time points: 1934, 1998 and 2006. More information about the sample and the NIT can be
found in previous studies using these data [7,9,65,66].

The IQ score modeled in the analysis was the summed score across the ten sub-tests. The observed
reliability (α) coefficients of the summed score were 0.90, 0.84 and 0.86 for the year 1934, 1998 and
2006, respectively; very similar to the reliability estimates used in the MC study.

In the absence of longitudinal data from the exact same participants (i.e., panel study), we used
samples from the same population across three time periods (i.e., trend study) [67]. To aid in the
comparability of the participants, we matched participants from the three waves on the basis of age and
sex. These were the only two demographic variables available in the dataset across all three waves that
are related to cognitive ability. Thus, matching them is one way to statistically control for between-wave
differences in these variables.
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The total number of matched cases used in the applied analysis was 361, which is similar to the small
sample size generated in the MC study. The mean and standard deviation of the IQ scores across the
three waves of data are given in Table 6 and support the presence of an FE in the combined sample.

We fitted a series of two-to-five-class GMMs to the NIT IQ data just as we did in the MC study. To
aid in model selection, we used the fit indices and criteria specified in Section 2.3.

The values of fit indices for the fitted models are presented in Table 7. The majority of the relative
fit indices (BIC, CAIC, DIC and ICL-BIC) indicated that a two-class model fit the best; the AIC and
SSBIC indicated that a four-class model fit the best, and the AICc indicated that a five-class model was
the best. The LMR identified a one-class solution as the best fitting model. The MC study showed that
the BIC, CAIC and DIC were the most accurate fit indices, and they all indicated the two-class solution
as the best for the NIT data. Therefore, based on the fit index performance, we selected the two-class
solution for interpretation.

Table 6. Descriptive statistics for latent classes.

Variable Class 1 Class 2 Combined

Membership
n 89 (24.7%) 272 (75.4%) 361
Female 43 (48.3%) 169 (62.1%)
Age

12 Years 12 (13.5%) 35 (12.9%)
13 Years 66 (74.2%) 155 (57.0%)
14 Years 11 (12.4%) 82 (30.2%)

NIT Scores
Time 1 236.0 (49.4) 238.2 (46.7) 237.6 (47.3)
Time 2 266.4 (36.0) 264.4 (36.1) 264.9 (36.0)
Time 3 223.0 (19.4) 287.9 (24.1) 271.9 (36.2)

Note: Membership values are sample sizes (% of total population). NIT (National Intelligence Test) scores are
means (standard deviations).

The growth patterns of the two classes, as well as the growth pattern of the combined class, are shown
in Figure 3. Descriptive statistics for the classes are given in Table 6. Class 1 was characterized by an
initial positive growth pattern followed by a negative change from the second to the third time points,
while Class 2 was characterized by positive growth across all three time points. Due to the differences
in classes sizes, the combined trend (i.e., ignoring classes) showed a positive change (i.e., a typical FE)
in scores of approximately 0.17 IQ points/year. Based on the GMM analyses, however, reporting the
typical FE from the combined classes would be misleading, as there are actually two patterns of change
over time. Specifically, Class 1 showed a decrease of approximately 0.07 IQ points/year, while Class 2
showed an increase of approximately 0.28 IQ points/year. Given the growth pattern of each class, the
unconditional distribution of NIT scores at the third time point was expected to show negative skewness,
which was supported and shown in Figure 4.
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Figure 3. Class-specific and combined growth patterns from matched respondents collected
from three waves of Estonian National Intelligence Test scores.

Figure 4. Distribution of National Intelligence Test scores for the three matched Estonian
cohorts (1934, 1998 and 2006). The plotted score is the sum across the ten sub-tests.
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4. Discussion

This study investigated the utility of commonly used indices of model fit in growth mixture modeling
for examining the Flynn effect. Based on typical values from previous FE studies, we conducted a
Monte Carlo (MC) study, simulating data from a two-class model that varied by four design factors:
class prevalence rates, reliability of the measured variables, sample size and growth pattern shape (see
Table 1). We then fit a series of two- to five-class models to the simulated data and examined eight fit
indices (i.e., AIC, AICc, CAIC, BIC, SSBIC, DIC, ICL-BIC and LMR) and the mean entropy for the
two-class models to determine the relative accuracy in identifying a correct solution.

The results of the study suggest that when multiple classes underlie a given set of data, growth mixture
modeling can be effectively used to uncover the number of unique growth patterns. That said, not all
fit indices were equally able to detect the correct number of underlying classes. The CAIC and BIC
were the most accurate at identifying the correct class solution. Furthermore, their performance was not
negatively impacted by any of the factors included in the MC design. The DIC performed very well, too,
but based on the current study’s results, we cannot recommend its use over BIC, which, mathematically,
is very similar to DIC and more commonly reported by latent variable modeling software. The ICL-BIC
performed well, too, which was expected, given the performance of BIC and estimated entropy values.
The performance of ICL-BIC will typically only deviate from BIC for models with lower estimates
of entropy, because ICL-BIC is equal to BIC when relative entropy equals one. The SSBIC showed
promise for identifying the correct number of classes when the sample size is sufficiently large (i.e.,
when n = 800), which confirms previous research on this index [23]. Consistent with previous studies,
the AIC did not perform well for model selection [29,48–52]. Given that relative entropy reflects the
degree to which classes are distinguishable, we expected to observe the higher entropy estimates for
the crossing growth pattern cells. Relative entropy estimates were considerably lower when the growth
patterns were more similar (i.e., more difficult to distinguish).

The LMR was the most sensitive fit index to the design factors of this study. Under the non-crossing
growth pattern conditions, the LMR was very sensitive to the reliability of the growth indicators. The
performance of LMR was also strongly impacted by the growth patterns underlying a dataset. That is,
when the growth patterns exhibited a non-crossing pattern, the LMR correctly identified the number of
classes in only about one-third of the datasets. When the growth patterns exhibited a crossing pattern,
however, the LMR correctly identified the two-class solution in over 75% of the datasets.

4.1. Design Factors

The results of the MC study demonstrated the role that the underlying growth patterns play in the
ability of certain fit indices to identify the correct number of classes. The crossing pattern was clearly
less difficult to identify, because the classes’ growth patterns are opposite of each other, whereas the
non-crossing growth patterns only differed in the magnitude of the slopes (i.e., both classes experienced
a positive change over time, but to a different extent). In applied research, the expected class-specific
growth patterns will be informed by the researcher’s guiding theory and/or previous research. Therefore,
these expectations should clearly be considered before using a GMM.
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Contrary to our expectations, our study revealed that the reliability of the growth indicator variables
did not generally have an adverse effect on the performance. These findings should be encouraging for
applied researchers whose instruments’ scores may not have a reliability of 0.95. We included an extreme
(although not uncommon [68]) reliability condition to assess the degree to which fit was negatively
impacted. For many indices, such as BIC, performance was very strong across both reliability conditions.

There was mixed evidence in this study on the effect of sample size. Sample size typically plays
a very important role in mixture modeling, because the number of estimated parameters can increase
drastically with just minor changes in the number of classes or model complexity. The models examined
by this study were relatively simple models, which may have minimized the impact of the sample
size in certain cases. Researchers estimating more complex models will likely need larger samples
for convergence purposes.

4.2. Consequences of Incorrect Model Selection

As noted previously, model selection should incorporate substantive theory in addition to statistical
criteria. This study focused primarily on statistical criteria that can be used to aid in model selection
for FE studies, but in doing so has largely ignored the consequences of under- or over-estimation of
the number of latent classes. The potential negative consequence(s) of interpreting an incorrect model
depends on the context and the research question [69]. One of the benefits of identifying the number
and characteristics of groups underlying a set of data is data simplification. When the number of
classes interpreted is incorrect, then this benefit is jeopardized, because the group characteristics in
the selected solution are not likely to approximate those in the mixture of populations. For example, if,
when examining the Flynn effect, researchers incorrectly concluded that there were three classes when
there was only one or if they treated an entire sample as being taken from a single population without
giving consideration to the possibility of multiple underlying populations, then the decisions based on
the models will be misleading. Furthermore, the larger the misfit between the true underlying model
and the selected model, the more misleading the model-based conclusions. Unconditional distributions
may appear questionable for various reasons, such as the existence of latent classes or simply poor
instrument scaling [70]. Unfortunately, applied researchers cannot be certain the interpreted model is
the true model, which is why considering multiple pieces of evidence is crucial to model selection
and interpretation [71]. With the appropriate guiding theory and correct use of statistical fit indices,
researchers may greatly improve the quality of their model selection, interpretations and conclusions.

4.3. Additional Considerations

Another consideration regarding the units to which the FE applies is also worth noting. The focus
of the current study is on the potential utility and an the application of GMM for examining the FE.
Our study examined the FE using data with two levels (i.e., time nested within matched individuals),
but GMM can also be used for analyzing data with more than two levels, such as when individuals
are nested within a higher-level grouping variable (e.g., race/ethnicity, sex, socio-economic status).
Likewise, combining GMM with genetically-sensitive research designs could help determine whether
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the FE is the same between- and within-families [4]. Such extensions could prove useful in defining the
different classes discovered by the GMM and, ultimately, in understanding the causes of the FE.

4.4. Comparison with Previous Flynn Effect Research Using the Estonian NIT

Scholars have previously used the Estonian NIT data to study the FE. Although they assumed only one
growth pattern, they did find heterogeneity in the growth. Using different respondent subsets, Must, Must
and Raudik [66] found aggregate score changes ranging from 0.04 (13âĂŞ14 year-olds) to 0.22 (12–13
year-olds) IQ points/year, while Must, te Nijenhuis, Must and van Vianen [65] found aggregate score
changes ranging from 0.08 (14–15 year-olds) to 0.16 (13–14 year-olds) IQ points/year. Their reported
score changes do not map directly onto the changes we found, but their results clearly support the idea
of multiple patterns of change underlying the FE.

4.5. Recommendations

Based on the results of the current study, we make the following recommendations. First, FE
scholarship should seek to gather data across multiple time periods. While there are some exceptions
(e.g., [14,72,73]), most FE work only collects data from two time periods. The minimum number
of time periods needed for a latent curve model is three, but four or more is better [17]; the same
applies for GMMs. Second, given the heterogeneity of FE findings [4], more work should be done
to determine the cause of this heterogeneity. For example, is it due to differences in the intelligence
instruments, differences in the analyses, differences between countries or is it due to actual differences in
the magnitude and direction of this secular trend? Our analysis of the Estonian NIT data, in conjunction
with other analysis of the same data [65,66], suggest that age may be a factor in the FE. Nonetheless,
more FE scholarship utilizing multiple time periods and appropriate data analysis models is needed. To
that end, GMM can be a useful aid in better understanding the reasons for the heterogeneity. Third, if
GMMs are used in subsequent FE studies, the results from the current study indicate that the CAIC and
BIC fit indices will be useful model selection criteria across a variety of conditions.
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