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This study examined the Flynn effect (FE; i.e., the rise in IQ scores over time) in Estonia using
the Estonian version of the National Intelligence Tests (NIT; Haggerty, Terman, Thorndike,
Whipple & Yerkes, 1919; National Research Council, 1920). Using secondary data from two
cohorts (1934, n = 890 and 2006, n = 913) of students, we analyzed the NIT's subtests using
item response theory (IRT). For each subtest, we first examined invariance in all the items and
then linked the latent variable (θ) scores between the two cohorts using the invariant items.
The results showed that there was a FE in θ for all subtests except one, although there was
much variability in the FE magnitude, ranging from an effect size of 0.24 (3.60 IQ points) to
1.05 (15.75 IQ points). In addition, this study showed there was a decrease in the variability of
θ for all the subtests, although only two of the subtests showed large decreases (approximately
.50 standard deviations). Last, the subtests' precision of measuring θ was very similar at both
time points.
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1. Introduction

The Flynn effect (FE) is the rise in IQ scores over time
(approximately 3 IQ points per decade or .3 points per year;
Flynn, 2007; Neisser, 1998). The FE has been found on every
inhabitable continent (e.g., Flynn, 1987; Flynn & Rossi-Casé,
2012; Pietschnig, Voracek, & Formann, 2010; te Nijenhuis,
Cho, Murphy, & Lee, 2012; te Nijenhuis, Murphy, & van Eeden,
2011), and across a wide range of abilities (e.g., Howell, 2008;
Kanaya, Scullin, & Ceci, 2003; Sanborn, Truscott, Phelps, &
McDougal, 2003; Wai & Putallaz, 2012). Moreover, due to its
prominence, it is now a part of many legislative discussions
that concern cognitive ability assessment (e.g., Ceci, Scullin, &
Kanaya, 2003; Flynn, 2006; Kanaya & Ceci, 2007; Young,
Boccaccini, Conroy, & Lawson, 2007).
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Although many causal theories have been put forth,
the cause of the FE remains inconclusive. Some think the FE
represents a genuine rise in cognitive ability due to, e.g., better
nutrition (Cohen, Flament, Dubos, & Basquin, 1999; Lynn,
2009; Sigman & Whaley, 1998), increased cognitive stimula-
tion (Blair, Gamsonb, Thornec, & Bakerd, 2005; Teasdale &
Owen, 1987), or change in family structure and fertility
patterns (Mingroni, 2007). Other researchers argue that the
FE could just as easily be due to changes in the test as it is due
to changes in the individuals taking the test (i.e., psychometric
artifact; Beaujean & Osterlind, 2008; Brand, 1987), and argue
thatmore psychometric work in the FE needs to be done before
any strong causal theories should be developed (McGrew,
2010; Rodgers, 1998).

1.1. Measuring the Flynn effect

FE studies typically involve one of two types of designs.
The first design is to examine scores from two or more
versions of the same instrument (or two different instruments
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normed at different times) administered to a single sample at a
single time point (e.g., Covin, 1977). The second design to
assess the FE is to compare data from a single instrument
administered to two ormore (ostensibly) similar samples from
different generations (e.g., Flynn, 1987). For either design, the
most common method used to measure the FE is to compare
mean differences in aggregated scores (e.g., Full scale IQ, Verbal
IQ). In doing so, investigatorsmake an implicit assumption that
the test scores are measuring the sameconstruct(s) the same
way (i.e., invariance; Meredith & Teresi, 2006; Millsap, 2011).

1.2. Measurement invariance

The validity of between-group test score comparisons is
threatened if items operate differently among groups (Kane,
2006; Messick, 1989; Ployhart & Vandenberg, 2010). If one
cannot be sure that an instrument is measuring the same
construct the same way at both time periods, then one
cannot be sure that any observed group difference of the
instrument's score are due to measuring the constructs
differently or a true difference between the groups (Little,
1997; Steenkamp & Baumgartner, 1998; Thompson & Green,
2006; Vandenberg & Lance, 2000). Beaujean and Sheng
(2013) make the following analogy comparing means from
non-invariant test scores is akin to comparing average
temperatures at two different geographic locations with
thermometers that use different scales. While mean differ-
ences could be due to different temperatures, they could also
be the result of the scales having different origins (e.g.,
Fahrenheit vs. Rankine), different units (e.g., Kelvin vs.
Rankine), or both (e.g., Fahrenheit vs. Kelvin). Consequently,
before comparing scores between groups, it is important to
assess that the instruments are measuring the same con-
struct, the same way (Millsap, 2011; Yoo, 2002).

1.2.1. Investigating measurement invariance
Typically invariance is examined using multi-group

confirmatory factor analysis (MG-CFA) (Horn & McArdle,
1992). CFA is a very general latent variable framework that
can handle both continuous indicators (traditional factor
analysis) and categorical indicators (sometimes called binary
factor analysis or item response theory [IRT]) (Bartholomew,
Knott, & Moustaki, 2011). If there is at least strong invariance
on the instrument among the groups, then group differences
on the instrument's scores are due to group differences in the
latent constructs the instrument is measuring and not a
result of measurement artifacts or cultural differences. For
the latent variables to be comparable among groups, at least
three conditions must exist (Cheung & Rensvold, 2002; Little,
1997):

1. The indicators for the latent variable have the same
configuration among the groups; that is, the groups should
have the same number of latent variables, the same
number of indicators, and the same pattern of fixed and
free parameters (configural invariance).

2. The relationships between factors and indicators
(i.e., loadings/pattern coefficients) are the same among the
groups, thus establishing equivalence of the metrics of the
latent variable(s) among groups (weak/scalar invariance).
3. The indicators' intercepts are the same among the groups,
thus establishing equivalence of the latent variable's origin
(strong/scalar invariance). In some situations, there is
invariance in some indicators' loadings and intercepts, but
not all of them, a situation Byrne, Shavelson, and Muthen
(1989) called partial invariance. Although much more work
needs to be done in this area (Vandenberg, 2002), the basic
premise behind partial invariance is that as long as there is
configural invariance and there are “enough” invariant
indicators, the latent variable(s) can still be compared across
groups. In such situations, the measures can be considered to
be alternate forms: measuring the same latent variable, but
using different indicators (although in situations involving
the FE, there will be item overlap between the forms). To be
able to compare the scores from the alternate forms,
however, they must be first be equated.
1.2.2. Equating
The purpose of equating is to convert item and ability

estimates from different measurement instruments (or
alternate versions of the same instrument given to different
populations) to a common scale to be able to compare the
examinees' abilities (Baker, 1984; Dorans, 2004). There are
two types of equating: horizontal and vertical. Horizontal
equating is typically used to equate scores on alternate forms
of a test given to equivalent groups, while vertical equating is
typically used to equate scores on tests that differ in (overall)
difficulty that are given to groups that differ in amount of the
trait the test is measuring. For vertical equating, typically a
common set of items (i.e., anchor items) is used across at
least two versions of the test, which are used to determine
the link needed to place the test scores on the same scale
(Baker, 1984). With horizontal equating, the equivalence of
the examinees allows for the alternate forms to be linked,
although the equating process is greatly strengthened when
there are anchor items used in this form of equating as well
(Kolen & Brennan, 2004).

Such methods can readily be transferred to investigating
the FE. If, as some hypothesize, subsequent generations are
increasing in cognitive ability, then vertical equating can be
used to transform the ability scales from different instru-
ments for the different groups. On the other hand, if just the
test properties are changing over time, then horizontal
equating methods can be used to equate the scales from
different measures for the equivalent groups.
1.3. Estonia

Estonia is a small country located in north-eastern Europe.
The country covers approximately 45,200 km2 and has a
population of approximately 1.32 million. For many centuries,
Estonia was the border between the western and the eastern
world. The Estonian language belongs to the Finno-Ugrian
branch of the Uralic language family, and many Estonians
consider themselves to be amember ofNordic nations. Estonians
declared their political independence in 1918, but the country
was occupied by the Soviet Union in 1939/1940. After the
collapse of Soviet regime in 1991, Estonia re-established its
independence.
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1.3.1. Previous investigations of cognitive ability in Estonia
Systematic investigations of cognitive abilities started in

1930s. One of the major contributions at this time was
Tork's (1940) adaptation of the National Intelligence Tests
(Haggerty et al., 1919) and his subsequent expatiation of the
Estonian national IQ norms for schoolchildren. World War II
and the Soviet occupation regulated psychological research,
and suppressed intelligence research for decades. Although
the soviet psychology never officially recognized individual
differences in cognitive abilities, toward the end of 1960s
the studies of cognitive abilities emerged (see Must & Allik,
2011). At that time, researchers investigated several IQ tests
to find an appropriate one for Estonians. One of the first
attempts was to adapt the Amthauer's (1953) Der Intelligenz-
Struktur-Test. In the early 1970s, scholars began using the
Raven's (1958) Standard Progressive Matrices (SPM), with
Toim (1976) being the first to describe the Estonian student
sample (1972/1973) in terms of intelligence with Raven
data.

More recently, Lynn, Allik, Pullman, and Laidra (2002)
reported on the Estonian standardization of the SPM on 2689
students from approximately 12 to 18 years of age. The results
showed that the average IQ was 100.2 for Estonia, similar to the
British IQ of 100. Similar results were found by Pullmann, Allik,
and Lynn (2004) and Lynn, Pullmann, and Allik (2003), when
comparing scores from Estonian children to other European
countries.

1.3.2. Previous work on the Flynn effect in Estonia
Must, Must, and Raudik (2003a) examined literacy scores

of 522 Estonian school children who were 9 and 14 years old
in 1999 and compared them to 1994 literacy scores. The
results showed that the 1999 cohort performed better than
the 1994 cohort, which they concluded was a true gain in
literacy (due to environmental and educational factors), but
not a gain in general intelligence (g; Jensen, 1998).

Must, Must, and Raudik (2003b) investigated the FE in
Estonian school children from 1933 to 1997. These authors
used archived data and recent data collected on the National
Intelligence Test (NIT; Haggerty et al., 1919). The archived data
was from Tork's (1940) dissertation work examining the
mental abilities of children in Estonia. As part of his disserta-
tion, Tork adapted the “Anglicised” version of the NIT (National
Research Council, 1920, cf. Ballard, 1922) to Estonian, and
gathered data on approximately 3000 children from 12 to
14 years in grades 5 and 6, mainly from the city of Tartu. Must
et al. concluded that that therewas an overall increase in scores
from 1933 to 1997. The gains were especially noticeable in the
Analogies, Sentence Completion, Symbol–Number, and Com-
parisons subtests, which did not have very high g-loadings.
Upon further investigation, they found a negative correlation
(− .40) between themagnitude of the FE and the rank order of
the g-loadings.

Must, te Nijenhuis, Must, and van Vianen (2009) contin-
ued the Must et al. (2003b) line of study by examining the FE
in Estonian school children on the NIT across three cohorts
from 1933, 1997, and 2006. They found a FE from 1933 to 2006
of approximately 1.65 IQ points per decade. In addition, they
examined invariance of the Estonian NIT, using the subtest
scores as indicators and fitting a single-factor model. Using
MG-CFA, They found “minimal differences in factor loadings”
from 1933 to 2006, but found relatively large differences in the
intercepts. They concluded that students at the same g-level
from different cohorts have different manifest test scores: “g
has different impact on the performance of students in different
subtests in different cohorts making some subtests clearly
easier for later cohorts” (p. 30).

1.4. Current study

The current study is a continuation of the work of Must et
al. (2009) andMust et al. (2003b). Using the NIT (Haggerty et
al., 1919), we examined invariance at the item-level across
the individual subtests from 1933 to 2006. Subsequently, if at
least partial measurement invariance was exhibited for the
subtests across the time cohorts, we then examined if the
subtests, individually, exhibited a Flynn effect.

2. Method

2.1. Sample

The data comes from two samples of Estonian school
children. The first sample comes from students (n = 899)
who were part of the original Estonian National Intelligence
Test (Tork, 1940) standardization sample. These students
were gathered in 1933/36 (x: 13.4 years, σ: 1.31 years). The
second sample was gathered in 2006 (n = 913) ( x:
13.5 years, σ: .93 years). The second sample came from the
same region as the first sample (Must et al., 2009). For more
information about the sample, see Must et al. (2009).

2.2. Instrument

The instrument used for this study is the Estonian version
of the “Anglicised” National Intelligence Test (NIT; Haggerty
et al., 1919; National Research Council, 1920). Due to the
success of the Army Alpha/Beta Intelligence Exams (Yerkes,
1921), Haggerty et al. developed the NIT for the purpose of
measuring cognitive ability in school children, applying the
method of group intelligence examination used in the military
duringWorldWar I (Yerkes, 1921). The goal of the original NIT
was to create a diverse set of tests in a single booklet that could
be administered to any child who could read, write and
participate in a group examination (Whipple, 1921). The NIT
then “found [its] way to England and [was] issued in an
Anglicised form by Harrap & Co.” (Ballard, 1922, pp. 6–7).

The NIT (Haggerty et al., 1919) is comprised of 10 subtests
across two scales, Scale A and Scale B (each scale containing 5
subtests). Scale A consists of the Arithmetic, Sentence Comple-
tion, Synonyms–Antonyms, Symbol–Digit, and Logical Selec-
tions subtests, while Scale B consists of the Computation,
Information, Vocabulary, Analogies, and Comparisons subtests.
As the Symbol–Digit and Comparisons subtests were designed
specifically to measure processing speed, they were not
included in the current analysis as such tests typically
require specialized models (e.g., van der Linden, 2007). The
items of each of the eight subtests used for this study are
arranged progressively from least difficult to most difficult
(see Fig. 1 for sample items). Each NIT subtest is timed,
taking 2–4 minutes. Consequently, all missing data in the
current study were scored as incorrect responses. (For an



Subtest Directions

Analogies Read carefully the first three words in each line. Then read the

last four and draw a line under the right one.

Example Item: cats-meow—cows–tail bark moo barn milk

Arithmetic Find all the answers as quickly as you can

Example Item: How long is half of 8 minutes?

Computation Do this work in arithmetic as quickly as you can without making

mistakes.

Example Item: Multiply 2 × 3 =

Information In each sentence draw a line under the one word that makes the

sentence true.

Example Item: The number of quarters in a dollar is 2 3 4 5

Logical Selections In each row draw a lint under each of the two words that tell

what the thing always has.

Example Item: man (head stick heart pants hair)

Sentence Completio Write on each dotted line one word to make the sentence sound

sensible and right.

Example Item: Ice is cold, but fire is . . .

Synonyms-Antonyms Write S if two words are the same; Write D if they are as different

as can be.

Example Item: dry . . . wet

Vocabulary Read each question and draw a line under the right answer.

Example Item: Are pears good to eat? Yes No

Fig. 1. Example items from the American version of the National Intelligence Test.
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alternative approach to handling missing data with this
dataset see Must and Must (2013-this issue).)

Tork (1940) adapted the American NIT to Estonia as part
of his doctoral dissertation, norming it on over 6000 school
children. In adapting the test, Tork (1940) made some
modifications to every subtest except the Symbol–Digit subtest
for his Estonian translation to include content specific to Estonia.
Similar to the original NIT, the Estonian version comes with
practice items on separate sheets. Test takers first complete the
practice items as a group, and then complete the actual test
items independently (Must et al., 2003b, 2009).

2.3. Data analysis

2.3.1. Latent variable model
For all subtests, we used the factor model shown in Eq. (1).

p xij ¼ 1jθj
� �

¼ 1

exp ai bi−θj
h i� �

þ 1
ð1Þ

where

xij is the response of examinee j on item i,
ai is the ith item's discrimination,
bi is the ith item's difficulty,
θj is the jth examinee's ability on the (single)
construct the test is measuring. In this model,
p(xij = 1|θj) is interpreted as the probability of
examinee j, who has level θj on the latent variable θ,
correctly answering item i, which has difficulty bj
and discrimination ai. This model is equivalent to the
more typical factor analytic model shown in Eq. (2).

p xij ¼ 1jθj
� �

¼ f αiθþ βið Þ ð2Þ

where

αi is the ith item's factor loading
βi is the ith item's intercept, and
f() is the cumulative logistic distribution (Bock &

Moustaki, 2006). Of note, ai = αi and b ¼ −β
α .

2.3.2. Procedures
We examined the FE for each subtest using six steps.

1. Determine the dimensionality of the items for each subtest
via exploratory factor analysis using the Normal Ogive
Harmonic Analysis Robust Method (NOHARM; Fraser &



Table 1
Results from exploratory factor analysis using NOHARM program.

Subtest RMSR GFI

Analogies 0.01 0.96
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McDonald, 1988) program. NOHARM uses two indices to
determine model fit: the goodness of fit index (GFI) and
the root mean square residual (RMSR). GFI values closer to
one indicate a better fitting model, with values of .90 or
higher indicating the model fits the data relatively well
(McDonald, 1999). The RMSR is an indicator of uncondi-
tional fit where a value of zero is a perfect fit, but values
less than .08 are considered a good fit (Hu & Bentler, 1998).

2. Determine which item factor model best fits a given
subtest's data: Rasch (a = 1 for all items), one-parameter
(1P, single a value for all items, but a ≠ 1), or
two-parameter (2P, ai and bi allowed to vary across all
items). We did this using Mplus (Muthen & Muthen,
2010) to fit 2P, 1P, and Rasch models to the item data for
each subtest and comparing model fit between the models
using the comparative fit index (CFI), Tucker–Lewis index
(TLI), and root mean square error of approximation
(RMSEA).

3. Test to see if the items exhibit invariance in both the
discrimination (factor loading) and difficulty (intercept)
between the 1933 and 2006 groups. We used multiple
measures to determine if an item exhibited invariance:
Mantel–Haenszel (MH; Holland & Thayer, 1988), logistic
regression (Swaminathan & Rogers, 1990), transformed
item difficulties (TID; Angoff & Ford, 1973), standardiza-
tion (Std; Dorans & Kulick, 1983, 1986) and Breslow–Day
(BD; Aguerri, Galibert, Attorresi, & Prieto Maranon, 2009;
Penfield, 2003). For the purposes of this study, we defined
an item to not exhibit invariance if at least three of the five
statistics indicated invariance was not present. We did this
using the difR (Magis, Beland, Tuerlinckx, & De Boeck,
2010) package in R (R Development Core Team, 2012).

4. Link the items exhibiting invariance, and then use the linked
items to equate the 1933 and 2006 θ estimates. The items
not exhibiting invariancewere used towithin a cohort to aid
in estimating θ, whereas the anchor items were used to
estimate θ as well as form the link needed to put the θ
estimates from the two groups onto the same scale. We did
this using the ltm (Rizopoulos, 2006) package in R.

5. Examine the θ scores between groups to see if there were
any differences in the means, variances, or reliability. We
measured reliability using the θ standard error (θSE;
sometimes called the standard error of estimation),
which is an information index. It gives a test's precision
of measuring θ at a given level of θ and is calculated as the
inverse of the square root of the test's information at a
given level of θ (i.e., θjSE ¼ 1ffiffiffiffiffiffiffiffi

I θjð Þp ). The interpretation of θSE

is comparable to the interpretation of “traditional”
standard error of measurement because a smaller θSE
indicates a higher reliability (Haertel, 2006).

6. Estimate effect sizes for the FE using traditional (classical
test theory [CTT]) methods. We estimated cognitive ability
as the sum score for all the items in a subtest.
Arithmetic 0.00 0.99
Computation 0.01 0.95
Information 0.01 0.91
Logical Selections 0.01 0.98
Sentence Completion 0.01 0.98
Synonyms–Antonyms 0.01 0.98
Vocabulary 0.01 0.91

Note. Results are for fitting a single factor model. RMSR: root mean square
residual; GFI: goodness of fit index.
3. Results

3.1. Dimensionality

Table 1 shows the results from extracting a single factor,
and indicates that the subtests appear to be unidimensional.
3.2. Model fit

The 2P, 1P, and Rasch models were compared for data fit
for all subtests. Based on the values of the CFI, TLI, and RMSEA
the 2P model appears to fit the data better than the 1P and
Rasch models for all the subtests. Consequently, it was the
model used for the subsequent IRT-based analyses.

3.3. Item invariance

The number of items that did not meet the criteria for
invariance is given in Table 2. Except for the Arithmetic
subtest, where only 13% of the items did not show invariance,
approximately one-third to one-half of the subtests' items
did not show invariance. Consequently, we examined how
much information (i.e., precision of the estimate of the latent
variable; Hambleton & Swaminathan, 1985) is present in the
invariant items for −4 ≤ θ ≤ 4. We chose −4 and 4 as, if θ
follows a normal distribution, this should cover the majority
of the respondents. The test information curves for the
invariant items for each subtest are given in Fig. 2, and
indicate that most of information (from 74 to 97%) for the
invariant items is in the −4 ≤ θ ≤ 4 range. Moreover, the
test information curves tend to be disbursed across a wide
range of θ levels, so should work fairly well to anchor the
subtests across groups.

3.4. Comparing scores across years

Table 3 displays the subtests' score average and variability
in θ for the 1933 and 2006 groups. In addition, the table
shows the IRT-version of reliability (mean θ standard error
and the standard deviation of the θ standard error) for the
two groups.

Instead of measuring if the difference in means was
“statistically significant” across the two time periods, we
calculated Hedges (1981) g. Like Cohen's (1988) d, Hedges' g
is an effect size (ES) estimator measured in standard
deviation units. To calculate Hedges' g, we subtracted the
1933 scores from the 2006 scores; thus, a positive ES
indicates a gain over time (i.e., a “Flynn effect”) and a
negative number indicates a decrease over time (i.e., a
“reverse Flynn effect”). The results show a FE for all subtests
except Computation, where there was a reverse FE. The last



Table 2
Items not exhibiting invariance.

Subtest Number of
non-invariant
items (%)

Items

Analogies 15 (47%) 4, 7, 8, 9, 10, 14, 16, 17,
21, 22, 24, 27, 28, 30, 31

Arithmetic 2 (13%) 5,9
Computation 9 (41%) 3, 8, 9, 10, 13, 14, 17, 19, 22
Information 19 (48%) 2, 4, 5, 8, 10, 11, 13, 14,

15, 18, 21, 22, 23, 24, 25,
27, 29, 30, 34

Logical Selections 9 (38%) 3, 5, 11, 19, 20, 21, 22, 23, 24
Sentence Completion 7 (35%) 5, 7, 11, 12, 17, 18, 20
Synonyms–Antonyms 13 (33%) 11, 15, 19, 21, 26, 30, 31,

33, 35, 37, 38, 39, 40
Vocabulary 14 (35%) 4, 14, 16, 19, 20, 22, 24, 25,

26, 29, 35, 37, 38, 40
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column of Table 3 shows the ES per year (ES/Year), i.e., the FE
per year for the 72 years between 1933 and 2006.

While there was a decrease in the variability of θ in all the
subtests, many of the decreases were negligible in size. Of the
larger decreases, the Information and Synonyms–Antonyms
subtests had the largest, dropping from 1.14 in the 1933
sample to 0.65 and 0.63, respectively, in the 2006 sample. The
Logical Selections and Vocabulary subtests showed small-to-
moderate decreases in variability, dropping .24 and .22 units,
respectively.

The reliability of the measures at both time points was
very similar. Not only was the mean θSE almost identical for a
given subtest across both time points, but the SDs of the θSE
were also very similar. Thus, whatever the subtests are
measuring, they appear to be measuring it with almost equal
precision at both time points.

The traditional (CTT) analysis showed similar effect sizes
as the IRT analysis, except for the Information subtest. The
IRT analysis showed a moderate FE, while the CTT analysis
showed a moderate reverse FE.

4. Discussion

The purpose of the current study was to examine the
Flynn effect (FE) in the Estonian version of the National
Intelligence Test (NIT; Haggerty et al., 1919) using item
response theory (IRT) models. Using data collected from
respondents in 1933 and 2006, we asked the following
research questions:

1. Do the NIT subtests exhibit at least partial measurement
invariance over time in Estonia?

2. If there is at least partial measurement invariance, then do
the subtests exhibit a FE?

To answer the first question, the results from the current
study show that all the NIT subtests examined have a
majority of items that are invariant over time, and that the
invariant items were distributed across a wide range of
ability levels. Thus, it appears that NIT subtests exhibit partial
invariance. To answer the second question, the results
showed that seven of the eight individual subtests exhibited
a FE and one subtest (Computation) exhibited a reverse FE
(see Table 3). For the subtests showing a FE, there was much
variability in the magnitude, ranging from an Hedges (1981)
g effect size (ES) of 0.24 (3.60 IQ points) on the Arithmetic
subtest to an ES of 1.05 (15.75 IQ points) on the Synonyms–
Antonyms subtest.

There was not really a pattern of what content domain
showed the largest FE, except that the two measures of Gq
(i.e., the breadth and depth of a person's acquired store of
declarative and procedural quantitative or numerical knowl-
edge; Newton & McGrew, 2010) showed the lowest FE
(Arithmetic) and the only reverse FE (Computation). The
other subtests, which measure Comprehension–Knowledge
and Fluid reasoning, all had both medium and large effect
sizes. The CTT results were similar to those from the IRT
analysis, except for the Information subtest, where there was
a stark contrast in results. The CTT-based scores showed a
moderate decrease (−0.33), but the IRT-based scores
showed a moderate increase (0.44). There is no reason why
the results from the two methods for this particular subtest
should differ in their direction, as the content is similar to
that from other subtests (e.g., Vocabulary, Synonyms–
Antonyms). One possible reason for the disparity between
the method results could be the large number of items that
were identified as exhibiting DIF for this subtest (19/40
items, approximately 48%). Future studies should examine
the impact on number of DIF items and the differences in FE
results between the two methods.

In addition to examining mean differences, this study also
examined differences in score variability. There was a
decrease in the variability of θ in all the subtests, but many
of the decreases were negligible in size. There were four
exceptions, however. Information and Synonyms–Antonyms
subtests had the largest decrease, dropping from 1.14 in the
1933 sample to 0.65 and 0.63, respectively, in the 2006
sample. The Logical Selections and Vocabulary subtests
showed small-to-moderate decreases in variability, dropping
.24 and .22 units, respectively. One possible explanation for
the decrease in variances across the subtests is that the
people of Estonia are becomingmore homogeneous, meaning
there are less distinct groups of people.

Another possible explanation for the decrease in score
variability is the difference in sampling methods used in the
1933 and 2006 groups. Must et al. (2003b) have previously
criticized Tork's (1940) sample as not being an accurate
representation of the population, being biased toward one
region of the country. In the current study, there was a slight
decrease in age variability from 1933/36 (σ: 1.31 years) to
2006 (σ: .93 years), a difference of 0.38 years or approxi-
mately 4.5 months. Other FE studies that have not condi-
tioned on age, however, have shown similar differences. For
example, Kanaya and Ceci (2011) had 1–3 month difference
in age SD for the time comparison groups. Likewise, Zhou,
Zhu, and Weiss (2010) had 1–7 month difference in age SD
for the time comparison groups.

One argument against the FE being a “real” change in ability
is that most FE studies, to date, have not used appropriate
methods that could separate test effects from individual
effects. Using IRTmethods, this study was specifically able to
do that for the NIT subtests. First, this study found there
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Fig. 2. Test information curves for invariant items.
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Table 3
Ability estimate comparisons.

Subtest Group n θ θ Standard
Error

Summed Score IRT CTT

Mean SD Mean SD Mean SD ES ES/Year ES ES/Year

Analogies 1933 890 −0.43 0.87 0.29 0.07 13.54 6.08 1.02 0.014 1.08 0.015
2006 913 0.45 0.86 0.30 0.09 19.99 5.8

Arithmetic 1933 890 −0.1 0.88 0.53 0.03 7.72 2.35 0.24 b0.000 0.12 0.002
2006 913 0.1 0.81 0.52 0.03 7.99 2.24

Computation 1933 890 0.04 0.84 0.57 0.09 11.73 2.47 −0.10 −0.001 −0.33 −0.005
2006 913 −0.04 0.77 0.61 0.06 10.93 2.29

Information 1933 890 −0.21 1.14 0.33 0.07 11.73 2.47 0.44 0.006 −0.33 −0.005
2006 913 0.20 0.65 0.31 0.05 10.93 2.29

Logical Selections 1933 890 −0.33 0.95 0.32 0.07 16.42 4.32 0.82 0.001 1.19 0.016
2006 913 0.36 0.71 0.44 0.15 20.81 2.97

Sentence Completion 1933 890 −0.27 0.87 0.41 0.08 12.35 3.38 0.64 0.001 0.96 0.013
2006 913 0.27 0.81 0.49 0.05 15.34 2.88

Synonyms–Antonyms 1933 890 −0.47 1.14 0.22 0.16 28.84 8.65 1.05 0.002 1.00 0.014
2006 913 0.49 0.63 0.35 0.14 35.5 3.89

Vocabulary 1933 890 −0.34 0.97 0.36 0.06 28.54 5.07 0.79 0.011 0.74 0.010
2006 913 0.34 0.75 0.37 0.07 31.95 4.15

Note. n: sample size, SD: standard deviation; ES: Hedges' (1981) g effect size: ES=Year ¼ ES
2006−1933 I; RT: item response theory; and CTT: classical test theory.
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were some changes in the test properties for all the subtests,
with approximately 1/3 to 1/2 of the subtests' items not
showing invariance (see Table 2). Consequently, the FE
magnitudes found in this study are those after accounting for
the changing items. Second, this study examined the reliability
of the measurement at both time points. IRT models recognize
that reliability of a given measure's score is not the same
throughout the distribution of θ, so estimates precision using
item and test information (Hambleton & Swaminathan, 1985).
Thus, reliability (more specifically, standard error) is estimated
separately for ability level, with a lower standard error (θ SE)
indicating greater parameter precision and thus higher “reli-
ability.” In Table 3 the mean θ SE is very similar for a given
subtest across both time points, indicating that, on average, the
subtests were measuring θwith equal precision. Moreover, the
SD of the θ SE scores is also very similar for a given subtest
across both time points, indicating that the subtests were
measuring θwith similar precision across the range of θ values.
Consequently, the FEs measured in this study do not appear to
be due to the test properties changing across time periods.

The results of this study provide additional insight into
both the FE and the use of IRT in the role of analyzing the FE.
This study was one of the first studies to measure the FE after
controlling for changing item properties. While other studies
have examined the FE using IRT (e.g., Beaujean & Osterlind,
2008; Beaujean & Sheng, 2010), they only used one or two
specific tests, and those tests tended to be specializedmeasures
of some form of achievement (i.e., reading, math). Moreover,
this study also was one of the first to specifically examine the
precision of the measurements across time points to examine
possible changes in the measures across time.

This research is only a start ofwhat needs to be accomplished
in this field, though. Future item-level studies of the FE are
needed, using both other populations and other measures of
cognitive ability. Item level data allows researchers a more
precise look at item and test properties, aswell as affords them a
way to control for items measuring differently across time.
While the findings from the current study show that IRT adds a
robustmethod to the analysis of the FE, there are othermethods
of examining invariance as well as accounting for items that are
not invariant.
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