Were the Victorians cleverer than us? The decline in general intelligence estimated from a meta-analysis of the slowing of simple reaction time
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A B S T R A C T

The Victorian era was marked by an explosion of innovation and genius, per capita rates of which appear to have declined subsequently. The presence of dysgenic fertility for IQ amongst Western nations, starting in the 19th century, suggests that these trends might be related to declining IQ. This is because high-IQ people are more productive and more creative. We tested the hypothesis that the Victorians were cleverer than modern populations, using high-quality instruments, namely measures of simple visual reaction time in a meta-analytic study. Simple reaction time measures correlate substantially with measures of general intelligence (g) and are considered elementary measures of cognition. In this study we used the data on the secular slowing of simple reaction time described in a meta-analysis of 14 age-matched studies from Western countries conducted between 1889 and 2004 to estimate the decline in g that may have resulted from the presence of dysgenic fertility. Using psychometric meta-analysis we computed the true correlation between simple reaction time and g, yielding a decline of −1.16 IQ points per decade or −13.35 IQ points since Victorian times. These findings strongly indicate that with respect to g the Victorians were substantially cleverer than modern Western populations.

1. Introduction

1.1. The Victorians

Queen Victoria of the United Kingdom reigned from 1837 to 1901. The Victorian era was a period of immense industrial, cultural, political, scientific, and military change in Western Europe marked by an explosion of creative genius that strongly influenced all other countries in the world. In international relations there was a long period of peace, known as the Pax Britannica. Breakthroughs in science led to an escape from the Malthusian trap: increasing populations did not starve and longevity increased. The growth in economic efficiency before the Victorian era was a miniscule 1% per century (Clark, 2008), but started increasing spectacularly in the Victorian era. The height of the per capita numbers of significant innovations in science and technology and also the per capita numbers of scientific geniuses was clearly situated in the Victorian era; after which there was a decline (Huebner, 2005; Murray, 2003; Woodley, 2012; Woodley & Figueredo, 2013).

IQ scores are excellent predictors of job performance (Schmidt & Hunter, 1999) and high-IQ people are more productive and more creative (Jensen, 1998). A population with a higher intelligence will in general be more productive and
creative than a population with lower intelligence (Lynn & Vanhanen, 2012; Rindermann, Sailer, & Thompson, 2009). Were the Victorians therefore cleverer than us? Here we test this hypothesis using measures of reaction time (RT), which give a good indication of general intelligence (e.g. Johnson & Deary, 2011) in a meta-analytic study.

1.2. Measured IQ scores increase: The Flynn effect

At first sight, the case for a decrease in intelligence since Victorian times seems highly implausible. After all, there is now consensus that at least since World War II, IQ scores have been going up, the so-called Flynn effect. Flynn (1987, 2009) showed a worldwide increase in measured IQ scores of approximately 3 points a decade. Recent studies show similar gains in South Africa (te Nijenhuis, Murphy, & van Eeden, 2011) and much larger effects in South Korea (te Nijenhuis, Cho, Murphy, & Lee, 2012). These gains are thought to be due almost entirely to environmental improvements stemming from factors such as improved education, nutrition, hygiene, and exposure to cognitive complexity (Neisser, 1997). The Flynn effect has therefore been described as an increase in phenotypic intelligence, i.e. the intelligence that results from a combination of genes and environmental factors (Lynn, 2011).

1.3. The dysgenics paradox

Dysgenic trends result from socially valued and heritable traits, such as intelligence, declining within populations over time due to the effects of selection operating against those traits (Galton, 1869; Lynn, 2011). Before 1825 Western countries were in eugenic fertility, in that those with the highest levels of education and/or social status had the largest numbers of surviving offspring (Lynn, 2011; Skirbekk, 2008). The majority of these countries completed the transition into dysgenic fertility for these IQ proxies by around the middle of the 19th century (Lynn, 2011; Skirbekk, 2008).

The presence of a dysgenic effect on intelligence has proven difficult to detect via direct measurement, i.e. by comparing IQ scores of different age-matched generations on the same IQ battery. The earliest cross-sectional studies (1930s–1950s), attempting to quantify the decline actually found the opposite effect i.e. rising IQ scores (e.g. Cattell, 1950). This presented a paradox as studies from the same time period consistently found negative correlations between IQ and variables such as fertility and family size (Lynn, 2011; van Court & Bean, 1985). Given the observation that IQ is substantially heritable, this finding should have entailed declining rather than increasing IQ (Lynn, 2011; van Court & Bean, 1985). The failure to directly measure a dysgenic effect on IQ is now attributed to the Flynn effect: the strong secular rise in IQ simply masks the likely much weaker dysgenic decline in IQ (Lynn, 2011).

Nonetheless attempts have been made to estimate the theoretical rate of dysgenic change in IQ based on the magnitude of the negative correlation between fertility and IQ (see: Lynn, 2011 for an overview of these studies). These estimates, which range from a low of −.12 (Retherford & Sewell, 1988) to a high of approximately −1.6 points per decade (Lentz, 1927), are however inferred rather than observed declines. So, dysgenic effects appear to be unmeasurable directly using standard IQ tests.

1.4. Genotypic IQ decreases

Other research has examined whether dysgenic effects have a genetic component by testing for so-called Jensen effects (Rushton, 1998). When looking at the subtests of an IQ battery these subtests range from high complexity (high loadings on the g factor of intelligence) to low complexity (low loadings on the g factor). Jensen effects refer to the tendency for the test’s g loadings to positively correlate with the size of the effect of other variables on the same subtests. So, subtests with high g loadings go with strong effects and subtests with low g loadings go with weak effects. Jensen effects exist on genetic variables, such as heritability, inbreeding depression, and it’s opposite, hybrid vigour (Jensen, 1998; Rushton & Jensen, 2010). Clear Jensen effects have also been found for dysgenic fertility (Woodley & Meisenberg, 2013). This indicates that dysgenic fertility is predominantly a genetic effect: i.e. genotypic IQ or more accurately ‘genetic’ (Rushton & Jensen, 2010) decreases. However, the Flynn effect is clearly not a Jensen effect, as it exhibits a modest, negative correlation with subtest g loadings (te Nijenhuis & van der Flier, 2013–this issue). In summary therefore the pattern of genetic effects such as heritabilities on the subtests of an IQ battery are highly similar to the pattern in dysgenic effects, however both show no resemblance to the pattern in the Flynn effect.

1.5. Reaction time as a high-quality measure of general intelligence

Galton (1883) was the first to suggest that RT might be an elementary cognitive measure as it appeared to be an indicator of speed of mental processing. Subsequent research has confirmed many key predictions of the speed-of-processing theory of intelligence via the demonstration of robust correlations between measures of RT and IQ (see: Jensen, 2006 for an overview). Moreover, there is a Jensen effect on RT, as more g-loaded subtests of an IQ battery correlate more strongly with RT measures than do less g-loaded ones (Jensen, 1998, pp. 234–238). This has led Jensen (1998, 2006, 2011) to suggest that RT is in fact a biological marker of mechanisms fundamental to the operation of general intelligence, such as neurophysiological efficiency. Furthermore, RT is a ‘ratio-scale’ measure of intelligence meaning that it has a true zero (analogously to the Kelvin scale in temperature measurement). This means that RT can be used to meaningfully compare historical and contemporary populations in terms of levels of general intelligence (Jensen, 2011).

Even the most simple measure of RT (i.e. the time that it takes for an individual to respond to a sensory stimulus) appears to be robustly associated with IQ. Rijsdijk, Vernon, and Boomsma (1998) for example investigated the relationship between simple RT and IQ in a genetic analysis using twins. Simple RT and IQ as measured using the Raven’s Advanced Progressive Matrices were found to exhibit identical levels of heritability (.58 and .58, respectively) and furthermore the phenotypic correlation between the two of −.21 (increasing IQ goes with decreasing RT speed, hence the correlation is negative) was completely mediated by common genetic factors. Another relevant study is that of Deary, Der, and Ford (2001) who set out to generate benchmark estimates for the correlation...
between IQ and various RT measures (including simple) in a population-representative sample yielding a correlation between the two of -0.31, indicating a substantive relationship.

1.6. A secular slowing of reaction time

Silverman (2010) reviews simple RT studies conducted between the 1880s and the present day. In Silverman’s (2010) study, Galton’s estimates collected between 1884 and 1893 (as reported in Johnson et al., 1985) were compared with twelve studies from the modern era (post 1941). Galton’s measures indicated a simple visual RT mean of 183 milliseconds (ms) for a large sample of 2522 young adult males (aged between 18 and 30), along with a mean of 187 ms for a sample of 888 equivalently aged females. These means seem to be representative of the period as a 1911 review of various studies conducted in the 19th century (Ladd & Woodworth, 1911), which did not include Galton’s measures, found an RT range of 151–225 ms (mean 190 ms), using different instrumentation to that employed by Galton (1889). Moreover, Silverman was also able to comprehensively rule out lack of socioeconomic diversity, as Galton’s samples were diverse enough to be stratified into seven male and six female occupational groups (Johnson et al., 1985).

Twelve modern (post 1941) simple RT studies by contrast revealed considerably slower RTs for both males (mean 250.43 ms) and females (mean 277.71 ms) in a combined sample of 6929. In comparing the 19th-century measures with the modern ones, Silverman found that in all but one comparison, the differences were statistically significant. Furthermore age was not a confounding factor as Silverman matched studies across time based on age range.

1.7. Estimating the dysgenic effect for g

The studies of Deary et al. (2001) and Rijsdijk et al. (1998) combine to indicate that the simple RT/IQ correlation is substantial at the population level, and that furthermore the association between the two is completely mediated by common genetic factors. Hence, given the strong Jensen effects on both dysgenic effects (Woodley & Meisenberg, 2013) and simple RT (Jensen, 1998) a secular increase in simple RT latency is in fact an expected outcome of a dysgenic decline in ‘genetic g’. Based on this it should be possible to estimate the degree to which ‘genetic g’ has declined in Western populations due to dysgenic pressures, since the 1880s using Silverman’s (2010) data.

1.8. Research questions

This leads to the following two research questions. 1) How strong is the secular slowing of simple RT? 2) How strong is the decadal g decline based on simple RT measures?

2. Methods

The data on simple RT used here, with the exception of one study (Thompson, 1903), comes from Silverman (2010) and sources contained therein. Silverman carried out various analyses on simple visual reaction time measures and is an excellent source. He describes a thorough meta-analytical search yielding the means for 13 different studies, involving samples of equivalent age ranging in time from between 1889 and 2004. He also mentions the review by Ladd and Woodworth (1911) of eight early studies of reaction time from the 19th century, which indicate the representativeness of Galton’s simple RT estimates. Like Silverman we do not include the results of these studies in our final analysis as there are too few details provided that would permit their suitability to be determined, based on the inclusion rules. This leaves all 13 age-matched studies used in Silverman’s (2010) analysis, along with one other 19th century simple RT study from the US (Thompson, 1903). We were directed to the Thompson study by Silverman (pers. com), on the basis that even though he missed it in his 2010 study, it nonetheless satisfies his inclusion rules and should be included on that basis.

2.1. General inclusion rules

We take our general inclusion rules from the meta-analysis by Silverman (2010). First, the samples consisted of people recruited from the general population and whose ages ranged from about 18 to 30 years. Second, the study sample had to be free of neurotoxins as these are a known inhibitor of RT performance. Third, given that Galton’s sample was British the studies had to have been conducted in a Western country. Fourth, the study samples had to be 20 or larger in size for each sex. Fifth, the delivery of the stimulus was not predictable, which ruled out studies in which the interval between stimuli was fixed or increased or decreased according to a regular pattern. Sixth, the response to the stimulus had to be manual in nature, such as pressing or releasing a button or key. Seventh, to generate the response, the arm did not have to be moved (this restriction was based on the consideration that if the arm must be moved, RT is necessarily lengthened, and the g-loadedness of the estimate potentially reduced due to the addition of a non-cognitive ‘movement time’ component to the measures, Jensen, 2006). Eighth, the RT measure had to be representative of the total set of RTs. This restriction eliminated studies in which RT was measured in terms of the best RTs or the longest or shortest RT.

As sex-differences data were not available for each study, we generate weighted averages for studies reporting sex differences, thus we produce a single RT mean for each study. Finally it must be noted that reaction time measures tend to show strongly skewed distributions (see: Jensen, 2006). For skewed distributions the median would be the better measure, but because not all reaction time studies reported the median, we choose the mean instead. Table 1 reports all data used in this study.

2.2. Psychometric meta-analysis

Regression with year is used to generate trend-weighted estimates of 19th-century (1889 — mean year of Galton’s study) and modern (2004 — the year of the most recent study in the collection) RT means. The population-representative study of Deary et al. (2001) is used for obtaining benchmark estimates of the simple RT/IQ correlation, along with estimates of standard deviations. Psychometric meta-analysis (Hunter & Schmidt, 1990, 2004) can be used to correct for statistical artefacts that typically alter the value of outcome measures. There are five such artefacts that need controlling. These include sampling error, reliability of the first variable, reliability of the second variable, restriction of range, and deviation.
Additional. We went back to Johnson et al. (1985) and cross-referenced it with Silverman (2010). The total population better than the sample introduces additional error. So, we decided to use the value of $SEM = 160.4/\sqrt{N}$ for all the individual studies in our meta-analysis, using the formula

$$SEM = \frac{s}{\sqrt{N}}$$

where:

- $s$ is the sample standard deviation, and
- $N$ is the size of the sample.

The study of Deary et al. (2001) reports a good approximation of the population $SD$ of a simple RT measure. Adding to the study of Deary et al. (see above) we estimate that the population $SD = 160.4$. The population $SD$ is of course much better than the sample $SD$s, which are merely estimates of the population $SD$, and which vary substantially among themselves introducing additional error. So, we decided to use the value of the population $SD$ in the computation of the standard errors of all the individual studies in our meta-analysis, using the formula $SEM = 160.4/\sqrt{n}$.

### Table 1

<table>
<thead>
<tr>
<th>Testing year and country</th>
<th>Males (N)</th>
<th>Females (N)</th>
<th>Sample size weighted mean (total N)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1888.5* (1884–1893) (UK)</td>
<td>183 (2522)</td>
<td>187 (888)</td>
<td>184 (3410)</td>
<td>Galton’s data in Johnson et al. (1985)</td>
</tr>
<tr>
<td>1894.5* (1889–1900) (USA)</td>
<td>199 (24)</td>
<td>217 (25)</td>
<td>208.2 (49)</td>
<td>Thompson (1903)</td>
</tr>
<tr>
<td>1941 (USA)</td>
<td>197 (47)</td>
<td>n.a</td>
<td>197 (47)</td>
<td>Seashore, Starmann, Kendall, and Helmick (1941)</td>
</tr>
<tr>
<td>1941 (USA)</td>
<td>203 (47)</td>
<td>n.a</td>
<td>203 (47)</td>
<td>Seashore et al. (1941)</td>
</tr>
<tr>
<td>1945 (UK)</td>
<td>286 (76)</td>
<td>n.a</td>
<td>286 (76)</td>
<td>Forbes (1945)</td>
</tr>
<tr>
<td>1970 (Canada)</td>
<td>236 (40)</td>
<td>263 (40)</td>
<td>249.5 (80)</td>
<td>Lefcourt and Siegel (1970)</td>
</tr>
<tr>
<td>1990 (Finland)</td>
<td>199 (893)</td>
<td>n.a</td>
<td>199 (893)</td>
<td>Taimela (1991)</td>
</tr>
<tr>
<td>1987 (Finland)</td>
<td>183 (123)</td>
<td>n.a</td>
<td>183 (123)</td>
<td>Taimela, Kujala, and Osterman (1991)</td>
</tr>
<tr>
<td>1993 (USA)</td>
<td>260 (80)</td>
<td>285 (140)</td>
<td>275.9 (220)</td>
<td>Anger et al. (1993)</td>
</tr>
<tr>
<td>1993 (USA)</td>
<td>250 (73)</td>
<td>280 (163)</td>
<td>270.7 (236)</td>
<td>Anger et al. (1993)</td>
</tr>
<tr>
<td>1999 (UK)</td>
<td>306 (64)</td>
<td>n.a</td>
<td>306 (64)</td>
<td>Smith et al. (1999)</td>
</tr>
<tr>
<td>2002 (UK)</td>
<td>324 (24)</td>
<td>n.a</td>
<td>324 (24)</td>
<td>Brice and Smith (2002)</td>
</tr>
<tr>
<td>2004 (Canada)</td>
<td>253 (171)</td>
<td>268 (198)</td>
<td>261.1 (369)</td>
<td>Reed, Vernon, and Johnson (2004)</td>
</tr>
</tbody>
</table>

Additional. We went back to Johnson et al. (1985) and cross-referenced it with Silverman (2010). The total $N$ for females should be 888 rather than 302. We changed the above $N$ to reflect the correct females sample size.

a When a range of years is given the average is taken.

b In these studies between 254–255 males and 288–289 females were used — hence the $Ns$ are averaged.

from perfect construct validity. These corrections are used to determine the true correlation between $g$ and simple RT, and hence the rate of $g$ decline between 1889 and 2004.

### 2.3. Meta-regression

Meta-regression is a method for examining the influence of one or more covariates on the outcome effects. We carried out meta-regression in which we regressed the effect size – the mean RT of a study – on the covariate — the year of the study, using the software available on [www.stattools.net](http://www.stattools.net). We carried out a random-effects meta-regression, because it is generally considered to be the more appropriate technique in most studies (Borenstein, Hedges, Higgins, & Rothstein, 2009), and computed Tau$^2$ using the Empirical Bayes Estimate (see: Thompson & Sharp, 1999).

Each study needs to be given a specific weight, and in this case we took the Standard Error of the Mean (SEM) score of the study. SEM is the standard deviation of the sample-mean’s estimate of a population mean. SEM is usually estimated by the sample estimate of the population standard deviation (sample standard deviation) divided by the square root of the sample size: $SEM = s/\sqrt{N}$.

Where:

- $s$ is the sample standard deviation, and
- $N$ is the size of the sample.

The study by Deary et al. (2001) is an attempt to generate a benchmark estimate of various parameters relating to a variety of RT measures and IQ based on a sample broadly representative of, in this case, the Scottish population $(N = 900)$. The sample was drawn from the West of Scotland Twenty-07 Study, which is a population-based cohort study and was obtained using a two-stage random sampling strategy. The mean age of the participants was 56 so the sample is representative of cohorts that are older than those used by Silverman. RT (both simple and choice) was measured using a ‘Hick’-style device and IQ was measured using the 65 items of deductive reasoning constituting the numeric and verbal sections of the Alice Heim Group Ability Test Part I (AH4 Part I).

The study reports a simple RT $SD$ of 119.7 ms. This value is much higher than the $SD$s in the individual samples (which range from 15 [Lefcourt & Siegel, 1970] to 90.6 [Deary & Der, 2005a]) indicating a strong restriction of range in virtually all samples in Silverman’s study. When comparing the $SD$s of this Scottish sample on the AH4 total score (11.3) with the $SD$s of the samples in the AH4 manual it is clear that the value from the Scottish sample is much lower, indicating that it underestimates the true population value. The samples in the AH4 manual are not nationally representative (Alexopoulos, 2005).

### 3. Results

#### 3.1. Estimation of decline in average reaction times

In Fig. 1 the simple RT means for all 16 effects were regressed against year so as to determine the overall temporal trend. The trend beta coefficient, computed using a random-effects meta-regression, equals .670 and is significant at $p = .02$.

The difference between the meta-regression trend-weighted present (2004) simple RT mean (270.18 ms) and the trend-weighted 1889 mean (193.17 ms) is 77 ms.

#### 3.2. Estimation of the population SD of reaction time and IQ

The study by Deary et al. (2001) is an attempt to generate a benchmark estimate of various parameters relating to a variety of RT measures and IQ based on a sample broadly representative of, in this case, the Scottish population $(N = 900)$. The sample was drawn from the West of Scotland Twenty-07 Study, which is a population-based cohort study and was obtained using a two-stage random sampling strategy. The mean age of the participants was 56 so the sample is representative of cohorts that are older than those used by Silverman. RT (both simple and choice) was measured using a ‘Hick’-style device and IQ was measured using the 65 items of deductive reasoning constituting the numeric and verbal sections of the Alice Heim Group Ability Test Part I (AH4 Part I).

The study reports a simple RT $SD$ of 119.7 ms. This value is much higher than the $SD$s in the individual samples (which range from 15 [Lefcourt & Siegel, 1970] to 90.6 [Deary & Der, 2005a]) indicating a strong restriction of range in virtually all samples in Silverman’s study. When comparing the $SD$s of this Scottish sample on the AH4 total score (11.3) with the $SD$s of the samples in the AH4 manual it is clear that the value from the Scottish sample is much lower, indicating that it underestimates the true population value. The samples in the AH4 manual are not nationally representative (Alexopoulos, 2005).
However, quite a few samples of children and young adults were tested and some of the samples are quite large. We compare the SD values for simple RT with the SD values of the AH4 from the manual, so as to correct the former for range restriction. This is achieved by comparing the SD of the Deary et al. (2001) sample to SDs of young adults (seventeen-plus-years-old) and of young children from the manual, it is apparent that all samples of seventeen-plus-years-old have SDs that are substantially larger. The sample size-weighted SD is 14.3, indicating that the range in the Scottish sample is at least 21% too small. However, these samples are still not truly nationally representative, hence the population SDs will most likely be even larger. The best approximations of nationally representative samples in the manual are the two large samples of, respectively, eleven-year-olds and twelve-year-olds from comprehensive schools. This is because after primary school, children are allocated secondary education which is most optimal for their IQ level, leading to IQs that are more homogeneous in secondary than in primary education. We therefore computed the sample-size weighted mean SD of the two large samples of eleven-year-olds and twelve-year-olds from comprehensive schools, which yielded an SD with a value of 17.2. This suggests that the simple RT SD in the Scottish sample is similarly underestimated by no less than 34%, meaning that the SD is not 119.7, but 160.4. We take this value of 160.4 as the best estimate of the population SD of simple RT.

3.3. Estimate of the true correlation between reaction time and IQ/g

Deary et al. (2001) estimate the correlation between simple RT and IQ in their population-representative sample at −.31. However, in contrast with the meta-analysis by Jensen (1987) Deary et al. do not correct for measurement artefacts. On this basis there is likely to be measurement error in the correlation, and the value of −.31 is an underestimate of the true correlation. We therefore correct for unreliability in the simple RT and IQ measures, restriction of range in the IQ measure and imperfect measurement of the construct of g (Hunter & Schmidt, 2004; Jensen, 1998, pp. 380–383).

3.4. Reliability in the simple RT and IQ measures

Deary et al. (2001, p. 397) suggest a test–retest reliability of both the simple RT and IQ measures of .85. We use this value for our corrections. Correcting for unreliability means dividing the observed value by the square root of the reliability, which yields a correction factor in both cases of 1.09.

3.5. Restriction of range

The value of the correlation between the IQ measure and the simple RT measure is attenuated by range restriction in the sample. The solution to variation in range is to define a reference population and express all correlations in terms of it (Hunter & Schmidt, 1990, pp. 47–49). The next step is to compute what the correlation in a given population would be if the SD were the same as in the reference population. The SDs can be compared by dividing the SD of the study population by the SD of the reference group, that is $u = SD_{study} / SD_{ref}$. Previously we showed that the Scottish sample is likely strongly affected by range restriction, yielding a value of $u = 119.7/160.4 = .75$. Correcting for restriction of range means dividing the observed correlation by the value of $u$, yielding a correction factor of 1.33.

3.6. Imperfectly measuring the construct of g

The deviation from perfect construct validity in $g$ attenuates the values of the correlation between the IQ test and the simple RT measure. In making up any collection of cognitive tests, we do not have a perfectly representative sample of all possible cognitive tests. Therefore any one limited sample of tests will not yield exactly the same $g$ as another such sample. The sample values of $g$ and therefore also correlations involving measures of $g$ are attenuated by psychometric sampling error, but the fact that $g$ is very substantially correlated across different test batteries implies that the differing obtained values of $g$ can all be interpreted as estimates of a “true” $g$ (e.g. Johnson, Bouchard, Krueger, McGue, & Gottesman, 2004).

The more tests and the higher their $g$ loadings, the higher the $g$ saturation of the composite score. The Wechsler tests have a large number of subtests with quite high $g$ loadings, yielding a highly $g$-saturated composite score. The $g$ score of the Wechsler tests correlates more than .95 with the tests’ IQ score (Jensen, 1998, pp. 90–91). However, shorter batteries with a substantial number of tests with lower $g$ loadings will lead to a composite with somewhat lower $g$ saturation. The average $g$ loading of an IQ score as measured by various standard IQ tests lies in the + .80s (Jensen, 1998, ch. 10). When this value is taken as an indication of the degree to which an IQ score is a reflection of “true” $g$, it can be estimated that a tests’ $g$ score correlates about .85 with “true” $g$. As $g$ loadings represent the correlations of tests with the $g$ score, it is likely that most empirical $g$ loadings will underestimate “true” $g$ loadings. To limit the risk of overcorrection a conservative value of .90 can be used as a basis for a classical test battery like the Wechsler.

As the AH4 Part 1 consists solely of items that measure fluid intelligence it is expected that the $g$ loadedness of the sum
score is high. The manual of the AH4 (p. 10) shows correlations ranging from .60 to .76 between the total score on the AH4 and the total score on other IQ tests, including the Raven’s Progressive Matrices, with higher values for the larger samples. This is actually higher than the mean correlation of .67 between the total scores of various standard intelligence tests reported elsewhere in the literature (Jensen, 1980, pp. 314-315). The manual reports a factor analysis of the intercorrelations between the various sum scores of similar items showing a strong general factor running through the whole test, each sum score correlating highly with the general factor — values of r lying between .80 and .86 (Heim, 1970, p.9). So, it appears the g loadedness of the AH4 Part 1 is similar to the g loadedness of a classical battery such as the Wechsler. Therefore, the correction for imperfectly measuring the construct g should be modest: 10%, hence a correction factor of 1.10.

In sum, the observed correlation in the Scottish data between the IQ test and the simple RT test is −.31. The correction factor for unreliability in both the simple RT and IQ measures is 1.09, the correction factor for restriction of range is 1.33, and the correction factor for imperfectly measuring the construct g is 1.10. Applying the four corrections to the value of the correlation yields a true correlation ρ = −.54. This demonstrates that the g loadedness of simple RT is quite a bit larger than the observed correlations suggest.

3.7. Using effect sizes for reaction time to compute effect sizes for IQ/g

Our measure is an imperfect reflection of g: its true, absolute correlation with g is .54 hence our measure’s true g-loadedness is .54, similar to that of certain subtests of an IQ battery, whereas the true g-loadedness of g is by definition 1.00. In other words, simple RT measure 54% of the g factor. As our interest is in the decline in g we need to extrapolate our findings from a measure with a g loading of .54 to a measure with a g loading of 1.00. We therefore divide the effect size (d) for simple RT by the value of .54, as the d for the simple RT measure between 1889 and 2004 is .48 (77/160.4). With a g loading of .54 this yields an equivalent d = .48/.54, which results in a correction factor of .89 for the total score on a broad IQ battery. This means that ‘genetic g’ (recall that the most heritable IQ measures are also the most g loaded; Rushton & Jensen, 2010) has decreased by −13.35 IQ points since Galton carried out his studies; this is a decline of −1.16 IQ points per decade between 1889 and 2004.

3.8. Regression line

We carried out a meta-regression, where we test the hypothesis that the year of the study (year) predicts the mean simple RT of a study, so the regression formula is simple RT = a + b (year). This resulted in a regression line according to the formula:

Simple RT = −1071.7 + .6696(year)

With the standard error (SE) of the regression coefficient b = .307 and the 95% confidence interval of b from .0676 to 1.2716, it is clear that the regression coefficient does not traverse 0 implying that the value is significant. A precise estimate of the significance is found by calculating the absolute value of the ratio of the b coefficient to the SE of b, which results in a z value of 2.18 with an associated probability value of .02. The mean simple RT becomes significantly slower as time goes by.

Fig. 1 shows the meta-regression weighted scatter of the means of the individual studies in the meta-analysis over time. It shows that there are a couple of data points that are at quite a distance from the regression line, but they frequently concern samples with smaller N values. Most of the larger studies are close or relatively close to the regression line. Our analyses confirm that the regression formula explains the variance between the data points quite well. The residual error of the Sum of Squares (Qe) is 13.3748 (df = 14; p = .50), which is non-significant. This means that after taking the year of study into account not a lot of heterogeneity is left over, so, there is little room left for additional moderators. We conclude that the year of the study has a clear influence on the mean simple RT of a study, in that the mean simple RT becomes slower over time.

4. Discussion

The Victorian era was characterized by great accomplishments. As great accomplishment is generally a product of high intelligence, we tested the hypothesis that the Victorians were actually cleverer than modern populations. We used a robust elementary cognitive indicator of general intelligence, namely measures of simple RT.

In the present study we used the data on the secular increase in simple RT described in a meta-analysis of 16 age-matched studies from Western countries conducted between 1889 and 2004 to generate estimates of the rate of IQ decline. The decline estimate of −1.16 IQ points per decade from the present study falls within the range of those produced in previous studies employing the magnitude of the dysgenic effect on IQ as the basis for estimating declines (i.e. −.12 to approximately −1.6 points per decade). Our estimate is the first to be based on the use of real data rather than inference, however.

Whilst the dysgenic model is a plausible cause of the decline in RT performance Silverman (2010) does not address this potential cause, and instead offers other suggestions. Silverman’s first suggestion is that an ambient, population-wide increase in neurotoxic load stemming from persistent exposure to substances such as lead, may be responsible for the slowdown in simple RTs. Studies indicate however that the depressant effect of neurotoxins on IQ are typically least pronounced on the strongest measures of g (Lezak, 1983). As we are only considering the decline in simple RT that is due to the decline in ‘genetic g’, this is grounds for ruling out contributions from neurotoxins, as whatever is diminishing ‘genetic g’ should be a Jensen effect. This makes dysgenic fertility the prime candidate (Woodley & Meisenberg, 2013).

Silverman’s other suggested cause of the decline is that the trend has resulted from those with poorer health and slower simple RTs surviving into adulthood more so in the modern era than in the past, and that it is the increasing numbers of such individuals that has diminished simple RT performance over time. We argue that this observation is fully compatible with the dysgenic model. One of the papers that Silverman cites in support of the association between health and RT is Deary and Der (2005b), who found that g mediates this
relationship. One source of correlations amongst these diverse traits is pleiotropic mutation-load (Miller, 2000). Pleiotropy describes the tendency for mutations to have general rather than isolated effects on different traits. For example a mutation which reduces myelination of neurons might simultaneously diminish both IQ and RT performance, as less myelinated neurons are less able to carry signals efficiently, therefore such neurons will be less efficient at processing information in the brain (Holm, Ullén, & Madison, 2011; Miller, 1994). Owing to the fact that they have general physiological effects, such mutations can diminish health also (Arden, Gottfredson, & Miller, 2009). As a consequence of this, if dygenic fertility is favouring the carriers of mutant alleles that reduce ‘genetic $g$’ and RT performance, the frequency of certain diseases and disorders should increase also. Indeed there is evidence that this may well be occurring (Lynn, 2011).

There are some limitations to this study. Although Silverman used stringent selection criteria the trend may nonetheless be influenced by methodological artefacts and sample peculiarities. This is a potentially important issue as there appears to be a substantial discrepancy between the test-retest coefficients in Galton’s data reported by Johnson et al. (1985), i.e.21 for people tested within a year ($N = 421$) and .17 for people retested over any time interval ($N = 1069$), and the equivalent suggested coefficient of the ‘Hick’-style device employed in our reference study (.85; Deary et al., 2001). Given the large N used by Silverman (2010) in establishing the Galton simple RT means, it is unlikely that even relatively low reliability at the individual level would seriously compromise the accuracy of the group mean of Galton’s data. This is especially likely to be the case given the apparent representativeness of Galton’s mean relative to other contemporaneous studies of simple RT, some of which employed likely much better quality instrumentation than that used by Galton (1889), such as the electro-mechanical Hipp chronoscope (Ladd & Woodworth, 1911; Thompson, 1903). It should also be emphasized that whilst our value of a $-13.35$ IQ point decline is an estimate based on the best meta-analytical data available, a simple inspection of our figure shows there is a non-negligible amount of scatter around the regression line. The real magnitude of the effect might therefore be several IQ points lower or even higher.

In conclusion however these findings do indicate that with respect to ‘genetic $g$’ the Victorians were indeed substantially cleverer than modern populations.
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